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I. INTKIODUCTION

The scieatific setting of the research effort recported here
cannot be better introduced than by selected direct quotations
from the chapter, Computer Analysis in Necurophysiology, written

for general dissemination in the book, Computers in Biomedical

Research ( Adey, 1965) by the principul investigator of this -
contruct:

It is the hallmark of the long history of man's attainment of
a. un‘que place among the primates that he finds himself fascinated
and challenged by his own mental processes. lie alone in the gamut
of living things displays abilities to test and evaluate his ouwn
nature, and to seek the substrates and correlatrs of psychological
events in physiological processes. i:e has long been aware of
essential functions of his nervous system in the transmission,
transaction, and storage of information. In the last century,
structural and functional organization of the central nervous system
hus been substantially unraveled in the transmission of informa-
tion. Only in the last decade, however, has progress been made
in establishment of correlates between behavioral and neuro-
physiological processes. In our first glimpses of these exceedingly
complex physiological events, it is apparent that their full
comprehension requires the detection of patterns in a vast un-
charted sea of seemingly random processes. Our frame of reference
in brain tissue must necessarily consider redundancy in transmission
and transaction of information, and stochastic modes of operation
in the recall of previous experience.,

The philosophies in application of computers to neurophysiology
have been guided in the first instance by needs in data analysis,
including detection of patterns of electrical activity. Arising
from this new knowledge of intrinsic organization from the single
cell to the integrated activity of major brain systems has been
the development of a series of realistic and increasingly sophis-
ticated models of brain functions, whicn are themselves susceptible
of evaluation by data analysis in actual brain systems. There
remains a less tangible area of endeavor, where achievements
remain potential rather than actual, in which knowledge of trans-
actional and storage processes in nervous structures may provide
the basis for new computational devices, It would seem that knowledge

of these properties in nervous tissue and developments in artificial




self-organizing systems may proceed in parallel rather than in
lineal descent, with each providing appropriate stimuli to the
other, but without critical interaction in the immediate future.
At all events, it appears that the aneed to consider central
nervous organization on a redundant and probabilistic basis,
particularly at the level of cerebral associative mechanisms,
rcquires models vastly removed from simple pulse-coded nerve nets,
and implicates systems of parallel processing for information
reaching the citadel of the single nerve cell in a variety of modes.
It is to this exquisite uniqueness in organization of cerebral
systems as revealed by computational analysis that this discussion
will be primarily directed,

Neurophysiological research poses special problems in experi-
mental design and data acquisition for subsequent computational
analysis. In brain tissue, there are two widely divergent types
of eiectrical activity recorded by appropriate imeans from any
domain of cortical or subcortical gray matter. There are the fast
action potentials of single nerve cells, recorded with micro-
electrodes adjacent to or actually within the cell, with a
typical duration of about 1 millisecond and repetition rates up
to several hundred per second. In the same domain of tissue, we
mnay record slower wave processes with a spectrum from 1 to 100
cycles per second or more. These waves are not the "envelope"
of pulse-coded firing of nerve cells, but may have their origin
partly ir postsynaptic or dendritic potentials. Ve thus have the
notion of at least a dual system in the processing of informa-
tion in brain tissue., DMoreover, it is necessary in virtually all
experiments to record simultaneously from a series of interrelated
points comprising a particular cerebral system. These simultancous
records may be of a series of electroencephalographic wave processes,
or a combination of single action potentials and waves in different
channels. In either case, detectioan of informational patterns
requires due attention to acquisition of analog records free from
frequency or phase distcrtions, or accurate assessment of the nature

of such artifacts.,
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Neurcphysiological Data Acquisition for Computer Analysis
PSYCHOPHLYSIOLOGICAL PROGRAMMING APPARATUS FOR USE VITH
COMPUTATIONAL TECENIQUIS, The rapid growth of behavioral neuro-

physiology in the past decade has led to evaluation of neuro-
physiological correlates of classical training procedures, includ-
ing both classical and operant paradigms. It has become obvious
that in the detection of neurophysiological correlates it is of
critical importance to accurately signal subtle aspects of task
performance and subject orientation, as well as the traditional
signals indicating initiation of the test situation and moment of
task completion. Only in this way can we hope to detect aspects
of pattern in subtly and swiftly changing EEG activity. It is
essential that tasks be presented with accurate and repeatable
timing from one subject to another, and to the same subject from
one day to another,

We have developed a system of human psychophysiological testing
in collection of baseline EEG records from 200 subjects in a
research program for the NASA Manned Spacecraft Center at Houstcn.
Developed by Raymond Kado, the testing procedure centers about an
accurately recorded 0.25-inch master program tape (Fig. | ). Using
a twin-track rccorder, command signals for the presentation of
visual, auditory, and tactile stimuli, and fur the test tasks to
be learned by the subject during EEG recording, are multiplexed
on subcarriers which operate on IRIG channels 1 through 9. One
subcarrier carries a BCD three-digit "situation" code number, Each
of the other subcarriers can initiate an operation when present;
no situations may be presented unless both the situation subcarrier
and an epoch marker subcarrier are present, Moreover, the
situation subcarriers must be continuousely present for 5 milli-
seconds before the situation gate is generated. This degree of
redundancy is adequate to prevent presentation of a situation on
noise pulses originating within the system.

At the onset of recording, the subject's number is c¢ncoded on
the code~cue channel of a fourteen-channel l-inch data tape, and

the subject is verbally identified on the observer comment channel,




The multiplexed control signals and the voice protocol thus

become part of the data acquisition tape, and it is possible to
secure a rigorous duplication of tests from one subject to another.
On initiation of the recording session, output of the physiological
preamplifiers may be disconnected from the tape recorders during
the blocking period which follows input switching from "calibrate"
to "use" modes, and a square wave at 1 per second, 2 V p-p, is
applied directly to the tape inputs, prcviding an independent
calibration for the tape system. Calibration procedures are
repeated at the end of the session. The last calibrati:cn is
followed by an "end code" to facilitate tape digitizatica.

Analysis of Analog Wave Processes in Brain Tissue

The presence of wave processes in cortical and sutcortical
structures has challenged and ba*fled the physiologist ever since
the observation by Caton (1875) that a galvanoneter connected to
the scalp undergoes ceaseless perturbations in its baseline.
However, early optimism that easy and simple relationships might
be found between informational processes and the EEG was not
sustained., In the past 20 yearc attempts to detect patterns in
these wave processes have been increasingly successful through
techniques of automatic analysis.

In clinical use, early methods involved frequency analysis
with analog techniques. A measure of spectral density distributions
in epochs of EEG records 5 to 10 seconds in length can be obtained
by multiple filters, each having a bandwidth of 1 to 2 cycles per
second, and covering a band from 1 to 50 cycles per second. Such
devices as resonant reeds and resistance-capacitive filters have
been successfully used (Grey Valter, 1950), and typically provide
continuous or periodic analyses of one or two channels.

This trend toward the use of analog techniques reached its
peak almost a decade ago with the development of drum storage and
tape loop devices capable of averaging evoked responses and
performing correlation analyses (Brazier and Casby, 1952; Brazier
and Barlow, 1956; Dowson, 1951), Toposcopic displays, in which
the EEG signals intensity-modulated the beams of an array of cathode
ray oscilloscopes as they synchronously traced polar plots (Grey
Walter, 1943 a, b; Grey Valter and Shipton, 1951; Kozhevnikov,




1958; Livanov, 1960; Petsche and Stumpf, 1960}, gave an early
glimpse of possible ways in which phase patterns in an array of
recording leads might be detected and displayed., Detection of
patterned activity in the cortical mantle as a whole, or in the
activity of corticosubcortical systems, has remained the goal of
these analyses, liowever, the demand for ever--increasing couplexity
of analysis, often involving a series of separate analyses per-
formed in a predetermined sequence, has led to the preponderance
of special and general purpose digital computers in neurophyciolo-
gical analysis,

It would appear that the logical development of digital compu-
ter utilization in this field will involve successive feasibility
studies on the general purpose computer, leading in time to
engineering of smaller, highly efficient special-purpose instru-
ments to perform the same functions. Philosophically, it may be
suggested that too early rco.mitment te a particular technique of
analysis through the availability of a particular "black box"
computer, without the c¢ritical flexibility aril opportunity to
retract and regroup when trial of a particular technique indicates
that its modificatiun or even rejection may ,: .esirable, would
predicate the applic: ..n of computers to cate¢:>ries of experiments
€olely on the basis of availability of a particular special -pur-
pose computer. As the following account ma; -ike clear, the
evaluation of a series oif biclogical conc -+~ may very well
require the development of matihoratical *v.hiniques peculiarly
suited to the particular experiments in hand, It is here that
the flexibility of the general=-purpose digital computer is so
clearly manifested.

The following account of the analysis of patterns of EEG
activity suggests a sequcnce in which attempts to urderstand the
role of cerebra wave phenomena has gone hand in hand with the
development of new analysis techniques. These methods arc suited
to the erxamination of either short or long epochs of LEG recorcs.
They thus permit evaluation of brief states of focused attentiocn,
orienting behavior, and decision making on the one hand., and on
the other, evaluation of long-~-term changes assonciated with fatigue,

drowsiness, sleep states, alerting, and emotional perturbation.

-




Comp::ter Analysis of Saort Epochs of EEG Record

SPECTRAL ANALYSIS OF THE EEG. From the earliest applications
of techriques of frequency analysis to LEG records (Grase and
Gibba, 1938; Grey Walter, 1943 a,b) it was apparent that the EEG
represented an essentially continuous spectrum of frequencies from
under 1 cycle per second to well over 50 cycles per second.
Functions relating intensity to frequency :.. 2ny one lead are
classified as autospectra, whereas cross-sp.cira describe shared
intensities across a band of frequencies (Walter, 1963).

Both analog and digital spectral analyses have been applied
to EEG records. Earlier analog devices converted functiomns of
time into functions of frequency by sets of lilters whose summed
passbands covered the desired spectrum. Each filter accommodated
a narrow band of frequencies, with minimal response at adjacent
frequencies. Problems of designing physical filters with appro-
priately narrow skirt characteristics have led to <the development
of digital fil.ers, in which the digital computer provides weighting
functions by which the time function is multiplied. The sum of
these products is taken as the output of *he digital filter. The
weighting function can be considered as having a narrow bandpass
ciraracteristic, as in an analog filter, or the application of a
set of digital filters to a function of time can be viewed as a
discrete version of a Fourier transform.

Spectral functions can be estimated in the digital computer
from corre’ sgrams, rather than raw data, and this route may be
economical for analysis of one or a few simultaneous traces. It
is mathematically equivalent and mcre economical to apply digital
filters directly to the digital data of each crnnel, as explained
below in another connection. In this method, mean square fiiter
outputs become the spectral intensities in each band. Digital
filters of high quality have baen developed for this application.

It is an essential step to emphasize the regular activity
relative to the irregular, as occurs in tne correlogram, or -
properly designed filters, in order to ensure that the variarce
of the spectrogram decreases with increasing record length.
Blackman and Tukey (1959) point out that omission of such a step




prevents the periodogram from being a statistically consistent
estimator of the prpulation spectrum, and may lead to inter-
pretation oi peaks due to sampling variability as relating to
phenomena in the data.

a. Cross-Spectrograms. This technique was first applied to
EEG data by Adey and Ualter (adey and Valter, 1963; Walter and
Adey, 1963: Valter, 1963)., It relates twc EEG traces, and not

only displavs tne intensity of tihe relationship as a function of
frequency but provides much additional information about common
wave processes and phase relationships at each frequency. These
phase relations represent significant spatiotemporal relations
of the activity in these brain structurese. This technique pro-
vides objective measures of wave-for-wave reiationship between
different EEG traces, as a basic advantage of spectral analysis
over conventional frequency analysis. Cross-spectrograms will
display the relative amplitude of activity shared by the two traces
at each frequency of the spectrum, and tihe phase relations of
the shared activity at each frequency. It is also pessible to
establish a coherence function and a transfer function, and to
evaluate their statistical variability.

b. Coherence arid Transfer R: tio, The coherence function is

also a function of frequei:.cy, and may be between O and 1, Values
near 1 indicate that, at the fregquency where they occur, nearly

2ll the activity in one record could be explained as a linear
transformatior of activity in the other record., Coherence values
near O indicate almost no linear relation between the records

at that frequency. The coherence function thus resembles tue
coefficient of correlation between the records. As lalter (1963)
pointed out in an earlier communication, the formula for the magni-

tude of the coherence may be expressed.
coh(f) = MAGS(f)/ASX(f)AsY(f)

where MAGS(f) is the mean cross-spectral magnitude at frequency
f and ASX(f) is the autospectrum of X and ASY(f) the autospectrum
of Y, at the respective frequencies. However, the tern coherence
is now commonly applied to the square of the function described

in this ecuation,
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In each frequency band, the phase angle of the coherence
function is identical with that of the cross-spectrogram. A high
cohcrence magnitude at a phase angle of 02 is analogous to high
positive rorrelation in ordinary statistics, whereas the same at
a phase angle «f 1800 is analogous to high negative correlation.

The transfer :ratio is closely related to the coherence func-
tion. Whereas coherence resembles the ordinary correlation
coefficient, the transfer ratio is analcgous to the regression

coefficient of one variable on another. Its formula is
tr(f) = MAGS(f)/asx(f).

This transfer ratio is actually the magnitude of the transfer
fanction, widely used in electrical engineering, and its phase

angle is that of the cross-spectrogram., Descriptively, the transfer
ratio indicates the ease of transmission of each frequency from

one recording site in the brain to another. With bipolar electrodes,
the amplitude of recorded wave trains is dependent on direction

of approach; thus changes in transfer ratio are more likely to

have a simple physiological interpretation than are particular
values of the ratio, and are mainly attributable to changes in
electrical characteristics of tissue lying between the sites of

the electrode pairs.

As the requisite techniques become available, it would seem
desirable to apply the techniques of multiple regression coefficients
to spectral analysis, since bivariate regression may not be the
most appropriate technique to apply to several simultaneous EEG
records (Walter and Adey, 1963:.

Walter (1963) has described a useful extension of these
cross-spectral measures of transfer ratios and phase angles in EEG
traces. This involves a treatment of their statistical variability
through the application of Goodman's techniques (1957) for deriving
the joint distribution of autospectra, the transfer ratio, and the
phase aiigle. His equations allow establishment of joint confidence
bounds on the transfer ratio and phase angle for each frequency.
The method uses a polar display; in the first applications, upper
and lower bounds on angle established a sector, while bounds on
transfer ratic defined an annulus. The zone so delimited on the
polar plot is the region of the true transfer function, with the
specified confidence probability. Walter has designated these
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regions as "fans" and examples will be described below. The ror-

mulas for the actual boecunds are

1= coh2 (fl LTI _ P)x _ 1_7

sin &(f) ="' coh= (f)

x = -m/(N-m)
L(tr) = tr(f) . U(tr) = tr(f)

1 + sin ?(f) ', 1 - sin @(f)
() = 4(f) - e(f); U(g) = A(f) + 6(f)

where P is the specified confidence coefficient, N is the number
of sampling times, and m iy the number of filters. There is a
critical value of coherence where sin O = 1, below which the bounds
are too wide to be meaningful. For proper statistical inference,
the unkiniown population value of coherence should be substituted

in these formulas rather than the sample estimate. Recently,
Goodman, in unpublished work, has made possible the calculation

of circles of uncertainty fer transfer ratio and phase, based
solely on the sample value of coherence.

c. Examples of Cross-Spectral Analyses, with Calculation of

Coherence, Transfer Ratios, and Variability Bounds. The superior

ability of spectral analysis by comparison with correlation
technic'.es to reveal differences between brief epochs of record,
such as those accompanying a cat's performance of a discriminative
task in a T maze, is exemplified in Figure 2 . The use of
correlation techniques to detect different phase patterns between
correct and incorrect responses has been described above. By
spectral analysis, interrelations between two parts of the hippo-
campal system in an animal making occasional errors are shown to
be modified clearly in ways not revealed by cross-correlation
(Adey et a', 1961).

In the correct response, the relative amplitudes of activity
between the dorsal hippocampal and entorhinal traces showed a clear
single maximum at about 6 cycles per second. In the incorrect
response, there was a secondary peak at 2 cycles per second and
the peak at 6 or 7 cycles per second was much smaller. Comparison
of avcrage phase angles between traces at each frequency showed
a striking difference between correct and incorrect responses.

In the correct response, the average phase angle between the two
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Fig. 3. Stochastic models of EEG, Examples of polar coordinate
plots of probability bounds on complex umplitude transfer functions,
dorsal aippocampus to entorbinal cortex. Phase angles are depicted
on angular coordinates, and transfer functions are shown on radii.
Shaded fans enclose 6 cycles per second portions of spectrum, and
are maximum energy zones. Note cunsisiency between correct responses
and diffurences from inco-rect responses in one animal (above), and
similar wide differences between correct and incorrect responses in
another animal (below (ine). From Adey and Walter (1963).
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traces was fairly uniform at +20 to 30° in the spectrum between
2 and 10 cycles per second, with an increase to 900 ¢t 16 to 18
cycles per second. In the incorrect resronse, a sharp reversal
in average phase angle appeared at about 5 cycles per second, and

persisted throughout the spectrum between 5 and 14 cycles per

second at about -90°, C(Coherence was high (in excess of 0.5)
from 2 to 9 cycles per second in tine correct response, with a
stharp dip at 4 cycles per second.

These findings strongly support the reversal in phase patterns
between correct and incorrect responses noted above in cross-
correlation analysis in ano.her animal. Continuing interest
centers around the extent to which such findings may reflect a
general difference in phase patterns between correct and incorrect
aecisions in fully trained animals. A further series of analyses
(Adey and Valter, 1963) indicates that such changes do not always
occur, and that incorrect responses may be isophasic with the
correct ones, but this ambiguity may relate to the complexity
of the behavioral response pattern in this discriminative task
and levels of attention necessary for its successful performance.

Extension of these cross-spectral analyses to treat aspects
of statistical variability with a display of relative phase angles
and transfer ratios on a polar plot is shown in Figure 3 .

The same 6 cycles per second band whiclhh shows the maximum energy
peak in the two records separately is alsgso that in which the transfer
vector relating the hippocampal with the entorhinal waves is most
narrowly limited, as indicated by the shaded areas. The boundaries
of this and other zones shown are established at the 50% level of
probability that the mean transfer vector lies within the zone
delineated. There is good general agreement between the calcula-
tions relating to correct responses on two different days, in the
phase relations at and near this best-related frequency. By
contrast, the findings in incorrect responses from each of the

same 2 days show a totally different location for the 6 cycles

per second zone, although there was again good agreement between
these incorrect responses in the location of thése zénes. The

incorrect responses also showed a much wider scatter in the
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"distribution of other spectral zones than was seen in the correct
responses. A further example from a different animal showed a
major change in phase relations between entorhinal cortical and
hippocampal records in correcl and incorrect responses.

Thes~ spectral techniques have also been used to study the
changes in hippocampal rhythms after lesions in the remote sub-
cortical zone of the subthalamus, during discriminative perfor-
mances (Ualter and Adey, 1963). These studies indicatsd nonlinear
interrelations between hippocampus and adjacent entorhinal cortex,
in addition to the linear one. Nonlinear relations were also
detected between the hippocampus and the midbrain reticular
formation, Characteristically, it appears that irregular activity
in the frequency of the slow wave trains is unshared between the

rhinencephalic leads, whereas regular activity is shared.
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IT. METHODS

General Comment on Methods of Data Analysis

In any application of statistics, there are several possible
attitudes toward the variability of experimental results, One
can assume that there is a True Value, but fluctuating errors of
measurement are frustrating our striving to know that Value.
Or one can view the fluctuations as due to interfering processes
within the subject, whose irrelevant contributions we are trying
to minimize, Or (and this is the attitude taken in this report)
one can assume that 'values' are always fluctuating, as well as
being obscured by irrelevant activity; then it is significant not
only to attempt to minimize jrrelevant fluctuations, but also
to delimit and describe those parts of the observed variability
which do not seem to be due to instrumental op interfering processes,

Vhile this approach assumes, in modern jargon, that the indi-
vidual is a 'stochastic process', it unfortunately is also one
which maximizes the methodological effort, for we need to study
not only means but higher moments of the distributions of this
stochastic process. The number of samples required to do so is
often greater than that required for estimation of means; and the
detection and validation of differences between subjects or between
situations, etc., requires considerably more statistical technique
and calculation. As a further disadvantage of the stochastic
process assumption, different questions about the data require
different transformations of the data, so there is not even a
single preferred method of summarization of data, no 'all-purpose
summary'. Thus we have had to develop a number of different
transformations of the data, depending on the question being asked.
Nevertheless, we feel that this assumption is so much better at
representing physiological processes, that the added effort is
justified by better and more suggestive results.
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Preparation of Subjects, Subjects' Experiences, and Data Collection.

All of these procedures were developed under other contracts,
to whose reports the reader is referred. Preparation of subjects
and tlie collection of data, as well as the copying of the data
tapes, was covered by a contract with Dr. P. Kellaway. The
experiences which the subject underwent were controlled by a
device developed at the Space Biology Laboratory by Mr. Raymond
T. Kado and others, under NASA Contract 9-1200. The 'scenario!
for the actual stimulus series was written by Dr. J. M, Rhodes,
and approved by the Normative Library Planning Committee. It is

reproduced as the next section of this report.

Revision of N,A.S.A. Scenario

Code 000

Pre-examination Instructions

This part of the examination is to record a varietv of
measures during different tasks or types of activity. You will
see flashes, hear clicks, and receive mild taps. You will be told
to open or close your eyes at various times, If you are told to
open your eyes or close them, stay in that position until a new
instruction; for example, if told to close your eyes doc not open
them until told to do so., You will also be asked to make verbal
responses and to push various buttons. These buttons are attached
to the chair on the right-hand side. There are three buttons,
test them by pushing first the left, then the middle, and lastly
the right. Most of these instructions will be repeated during the
examination proper.

Now we want to adjust our calibration for eye movements.
Place your head in a comfortable position and focus your eyes
on the center of the screen., You will see a light come on to
the left; without moving your head, focus your eyes on the light.
Other lights will come on one by one, each time, without moving
your head, focus your eyes on the new light. Remember, do not

move your hcad. Ready - (wait for stabilization).




Code
001
002

0073
004
005
006
007
008
009

010

011

012
013

01k
015
016

16

Situation
Identification (10 sec,)
Calibration: positive, negative and sine
wave (30 sec.)
Linkage (10 sec.)
"Close vour eyes." (3 sec.)
Rest (15 sec.)
"open your eyes." (6 sec.)
"Close your eyes." (5 sec.)
Rest (10 sec.)
"Keep your eyes closed for the present.
Now the examination proper will b»egin,
As you have been told, you will see flashes,
hear clicks, receive slight taps, and have
various tasks to perform. All parts of the
examination including these instructions
have Leen pre-recorded 80 no guestions can
be answered. If at some time during the
examination you feel the instructions are
not clear or are ccming too fast, do the
best you can on the following tasks. This
part of the examination will take approximately
4O minutes. Please do not ask to stop during
this time." (30 sec.)
Rest (10 sec.)
(Tell subject to close his eyes, if necessary).
Presentation of 100 flashes at 1/c.p.s.
(100 sec.)
Rest (15 sec.)
"clench your right hand in a fist and hold
it clencued." (5 sec.)
"Release." (5 sec.)
Rest (10 sec.)
Presentation of 100 Mechanical Stimulations
at 1 c.p.s. (100 sec.)

-




019
020

021
022

023
024

025
026
027
028

029
030

031
032

033
034

035
036

037
038

€39
oko

17

Situation

Rest (15 sec.)
Presentation of 100
(100 sec.)

Rest (15 sec.)
Presentation of 200
(17 sec.)

Rest (18 sec.)
Presentation of 200
(17 sec.)

Rest (18 sec.)
Presentation of 200
(17 sec. )

Rest (18 sec.)

clicks at 1/cps.

flashes at 12 c.p.s.

clicks at 12 c.p.s.

taps at 12 c.p.s.

"Open your eyes." (5 sec.)

Rest (7 sec.)
Presentation of 200
(17 sec. )

Rest (18 sec.)
Presentation of 200
17 (sec.)

Rest (18 sec.)
Precentation of 200
(17 sec.)

Rest (18 sec.)
Presentation of 100
(100 sec.)
Rest (15 sec.)
Presentation of 100
(100 sec.)

Rest (15 sec.)
Presentation of 100
(100 sec.)

Rest (5 sec.)
"During the rest of
different times you
light up,

You are to push one

clicks at 12 c.p.s.

taps at 12 c.p.s.

flashes at 12 c.p.s.

clicks at 1/sec.

flashes at 1 c.p.s.

taps at 1 c.p.s.

the examination at

will see three symbols

two of which wili be the game,

of the three buttons on




Code
ok4o
(cont.)

oh1
o42
oL3

okh

o045
obé6

oL8

18

the right-hand side corresponding to

the odd symbol on the panel; for example, if
the middie symbol is the odd one, push the
middle button. Vhen you have pushed the
proper button the screen will go dark
until the next presentation. The presenta-
tions way come at any time from now on.,"
(40 sec.)

Presentation of single flash (5 sec.)
Rest (5 sec.)

Presentation of oddity problem

Slide and shutter time (5 sec.)

"You will now be asked to do somec mental
calculations., When you have the ansver,
speak out clearly. If you have not
finished one problem before the next

is asked, start to work on the new one.
Now close your eyes.'(20 sec.)

Rest (5 sec.)

Presentation of loud white noise (5 sec.)
(Noise duration - 5 sez.)

Rest (10 sec.)

"What is 21 x 45?" Answer: 945 (50 sec.)
"What is 45 x 217" Answer: 945 (15 sec.)
"What is 12 x 45?" Answer: 540 (30 sec.)
"Open your eyes." (5 sec, )

Presentation of oddity problem

Slide and shutter time (5 sec.)

"You will now hear groups of three tones
like this (three tones). VWhen you hear
thte third tone you are to push the button
under your first finger on the right side
of your chair. Remember to wait for the
third tone of each group before pushing

the button. Now close ycur eyes." (40 sec.)




Code
054

055
056

058

059

060-079

080-099
100-119

120
121
122

Situation

Presentation of single tap (5 sec.)

Rest (5 sec.)

(Presentation of the tones, three tones

with an interval of 1 second, 3 seconds
between series of tones, on the 40th
presentation the third tone has an interval
of 2 seconds, on 80th presentation the

third tone has an interval of 3 seconds.)

(+85 sec.)

Rest (12 sec.)

"Open your eyes." (after 5 sec.)

0ddity presentation

Slide and shutter time (5 sec.)

"You will now be shown on tlie screen before
you a series of slides, Fach slide will have
six circles numbered 1 to 6; one of the six
will always be larger or smaller than the other
five, You are to say loudly which is the odd
circle., If you cannot do this before the
circles are taken off the screen, or if you
make a mistake you will hear this (loud tone
aanually operated)." (35 sec.)

Presentation of Slide Series 1, 2 and 3
Slide-exposure period: 3 sec,
Slide-exposure period: 2 sec,
Slide-exposure period: 1 sec.
Slide=-shutter interval constant 5 sec.
(420 sec.)

Rest (33 sec.)

Linkage (1C sec.)

Calibration: positive, negative and

sine wave (30 sac. )

Total time: 44 minutes 15 seconds.
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Sleep Segment of Data Tapes

The following is quoted from Dr. Kellaway's report.]
Procedure:

After completion of the programmed waking scenario, subject's
electrodes are unplugged from the terminal board, The two EMG
electrodes on the right arm and the GSR electrode on the left
digit #3 are removed. The remaining electrodes are left in place,
their wires being taped to the subject's shoulders in a coil.

The subject is then conducted to a private waiting room where he
eats lunch, relaxes and reads magazines for about one hour until
ready to begin the sleep record.

The sleep portion of the test is conducted in the same
recording room used for the waking program, 4 folding bed is made
ready, and the terminal pox on the back of the recording chair
is turned to face the head of the bed. The room is made completely
dark and relatively sound-proof,

The same montage is used during sleep as was used during the
waking record, with one exccption -- the EMG electrodes are placed
over the platysma muscle under the chin. The GSR electrode is
reapplied to its former position,

Unused magnetic tapes are placed on the machines and the
system is re-calibrated before data is recorded. The gain in the
EMG channel is generally 4 to 8 times higher during the sleep
record than it was during the waking portion.

The subject is instructed only to close his eyes and relax.
He may lie in any position, but he is asked not to turn over during
the recording.

The data tones are started and codes are simnultaneously
recoraed on both tapes every 6 seconds during sle«p, The subject
is allowed to go to sleep and remains undisturbed until he reaches
the level of sleep characterized by fairly continuous high voltage
very slow activity in tne EEG. This level may be reached within
one-half hour or it may take longer. (If the subject fails to
sleep deeply in the afternoon, the electrodes are removed and the
subject brought back in the evening for another attempt to obtain

a sleep record.,)
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After a sufficient amount of *high voltage slow sleep''has
beer obtained, relatively weak auditory stimuli, such as clicks,
are given to the sleeping subject in order to elicit a well defined
"K-complex"., Strong auditory stimuli are then administered in
order to obtain actual arousal., After a brief post-arousal record-
ing, the system is re-calibrated and the subject is released,
Dubbing portions of sleep on to the final data éape:

The paper write-out of the magnetic tape recording taken
during sleep is visually scanned by a electroencephalographer who
chooses various segments of the record to be dubbed on to the final
data tape.

The table below includes a brief description of the criteria
used for choosing the different portions of sleep. Note that
level or stage of sleep is based purely upon EEG pattern., Situa-
tion codes, identifying the various stages, are recorded on the
final data tape during the process of dubbing and are not quite
synchronous on tapes A and B, Synchronization between the data
on tapes A and B can c¢nly be obtained by reference to the time
codes which were recorded on both A and B tapes simultaneously

every six seconds while the original sleep record was being made.

Situation Approx.
Code Description Length
123 Start calibration Variable
20-60 sec.

124 Sleep 0. subject resting with eyes

closed but awake as judged by presence

of alpha rhythm, 30 sec.
125 Sleep I. "drifting" or drowsy stage

when a'pha rhythm greatly diminishes or
disappears and record is gener:s1lly low

in voltage. Some subjects may have

anterior dominant theta activity. 30 sec.

126 Sleep II. 1light sleep when vertex
transient wave forms or "parietal
humps" first appear. 30 sec.

127 Sleep III. medium sleep when 14 per sec.
sleep spindles as well as vertex
transients are prominent. 30 sec,

128 Sleep IV. deep sleep when high voltage
slow waves are present in all leads.¥ 30 sec.

*In the few individuals who show a "paradoxical" phase of sleep
with rapid eye movements and low voltage EEG pattern, this segment
will be included in situation 128 instead of high voltage slow sleep.
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Situation
Code

129

130

131

Description

Sub-arousal, well defined "K-complex"
in response to auditory stimulus,
Timing of the stimulus is indicated
by short pulse in coce channel.

Arousal, actual arousal from sleep in

response to an auditory stimulus.
Several stimuli are delivered after
arousal in order tc prevent subject from
going back to sleep

End Calibration

22

Approx.,
Length

30 sec,

Variab.e
60-180 sec,

Variable
20-60 sec.
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SELECTION GF SEGMENTS TO BE ANALYZED "~ -.
It was desired to study a considerable rarge of the many

situations experienced by the subjects, yet the large amounts of
computer time reg:ired, both in spectral analysis and in its
summarization, dictated selection of a restricted set. Nevertheless,
selections included several periods of eyes-closed rest (between
stimulation periods), several periods of eyes-open rest, the
entirety of the periods of the three kinds of stimulation (flashes,
clicks and taps) at 1/sec., both eyes-open and -closed, selected
epochs from the vigilance task (Code 56), all of the visual
discriminations for 3-sec exposure, all for the l-sec exposure,
and all the sleep segments chosen by the recording team., The
definition of these segments is given in Appendix 1. It happens
that the segments as described (with the exception that the 3-
sec discrimination segments are separated into first 10 and second
10) each add up to close to 100 sec in each situation. This is
convenient, since it approximately equalizes the wvariability of
spectra and coherences when they are averaged over these periods.
Thus, after the analysis by separate epochs was done for each
subject, an 'average case' for each of the analysed situations
was calculated; these form a considerable part of the basis for
further study and comparison between subjects' responses. Since
there seldom appeared to be a trend of change during a situation,
little information of physiological interest se>ms to be lost
by this averaging.

The exact list of periods defined is given in APRENe.
DIX. 3, It would be pleasant to extend the analysis of the same
subjects to further conditions, to compare their responses to
12/sec vs 1/sec stimulation, their reactions during mental arith-
metic, fist-clenching, etc., but as noted above, computer time
limited the selections which have been spectrally analysed for
this study.

During computation, the digital data tape was positioned to
the requested segment by definition, first ,of the preceding code
number, then, if applicable, by the stimulus pulse number there-

after, and/or a starting time relative to the previous definitions.,
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Since this starting time offset could be negative, it was possible
to position before a given stimulus pulse, although this ability
was not exploited in this series. Ending times for an analysis
epoch could be defir~d in a similar way, either by elapsed time
only, or with reference to a stimulus pulse. The ability to
position either beginning or ending of the epoch with respect

to response pulses was also included in the capabilities of the
program, but has not been employed in this series.

Some difficulty was encountered in positioning in the specified
way for occasional codes, due to a variety of tape errors, mainly
on digital tapes, but occasionally affecting the analiog tape.
Usually, one attempt was made to recover isolated cases missing
from otherwise acceptable subjects; if the attempt failed again
in the same way, the case was left out of the summarization.

If such a problem affected more than five cases out of 50 or more
than three adjacent cases, the whole subject was redigitized; if

the trouble persisted, the subject was dropped.

SPECTRAL METHODS
Sampling Rate, Low-pass Filtering, and Aliasing.

Records reported in this study were all sampled at 200
sammples per second,with 50 microsecond delay between channels.
Digital low-pass (zero phase-shift) filtering was applied as part
of the NEEG processing of every segment analyzed. The output rate
of this low-pass filtering was 100 samples per second, giving a
folding frequency after filtering of 50 c/sec. The shape of the
low-pass filter was designed to be flat from O to 25 c/sec, after
which it entered a linearly decrementing region frum 25 to 37.5
c/sec, beyond which it was nominally zero. An actual test of this
filter was made, with the results shown in Fig. FM-1 (p. 30,
se0  section on Digital Filtering).

Because of the filtering before secondary sample-rate
reduction, the reduction should no* introduce any aliasing, since
only activity between 75 and 100 c¢/sec would be folded onto the
rangce analysed, and it is severely attenuated by the filtering,
However, there is another possibility for aliasing, namely of
those frequencies which are folded into the analysis band of
0-25 c/s.c by the original sampling during digital-analog conversion.
Such frequency ranges of the analog playback are 175-225, 1375-425,

\

ik e ' !
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575-625, etc. c/sec. Ordinarily one would not anticipate a
significant amount of narrow-band activity in those ranges; but
unfortunately the sensitivity of spectral analysis is so great
that the third harmonic of the power-line frequency at 180 c¢/sse
is quite visible, and folds onto the activity at 20 c/sec in tae
original recording. The amounts of such activity are not great,
but unfortunately they are coherent between channels; an analogous
situation for a different instrumental artifact is described in
Valter,et al.(1966). The interchannel delay which is negligible
for frequencies in the EEG range, amounts to 3.24° per channel

at 180 c/sec, which is still negligible for adjacent channels

in comparison with the usual statistical error in estimating
phase angles, but contributes signals more than 20° ou. of phase
between channels 2 and 9, for example, which are recorded (on
the A tape) from geometrically adjacent regions of the scalp.
This effect misled us until we recognized its origin in aliasing.
It is uncertain whether the 180-c activity was present in the ori-
ginel recording, during the dubbing (when it would have had to be
720 c/sec because of the tape speed multiplication), during
reproduction for digitization, or some combination of thcocece.
Since the amount of this activity is about 1 microvolt r.m.,s.,,
someching of the kind could not really have been avoided by more
sanitary engineering; it is merely another of those difficulties
brought on by the new order of sensitivity of these methods.
Thus, any activity nominally at exactly 20 c/sec in these records
must be interpreted with that difficulty in mind; in addition,

we must discount a spuriously high impression of coherence in
this band.

Muscle Filtering

The muscles of the cranium produce a signal which mixes
with the signals from the brain, when both are active, It is common
in electroencephalographic practice to employ 'muscle filters'
when such activity cannot be avoided by exhorting the subject.
In this library, there was no opportunity for us to communicate
with the subjects, and so those sections of record which appeared
to contain significant muscular activity were also filtered
before digitization, so that the sampling rate would not have to

be inordinately increased. The filters!' charucteristics,
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shown in Fig. AF (p. 30), werc compensated digitally, after fre-
quency analysis. Being rcalizable, these networks of coursc
introduccd phase shifts which differed at different frequencics.

Howuver, the diffcrencc in phase shift between two such filtcers

at the samo frequency will be much less than the statistical

sampling crrors inhcrent in measuring phase angle diffecrences

betwcon brain waves, so that no compensation for phase changes
was used.,

Digital Filtering

Frequency analyses were accomplished for this study by
digital filtering of the data, By this technique the digital
computer produces results directly analogous to those produced
by analog frequency-seclective filters, but of a design quality
often unattainable by analog equipment, The method operates by
the techni~ue of convolution of a set of numbers representing the
filtering action desired, with the set of numbers which constitute
the data for a given channel for the chosen period of time.
Convolution means essentially multiplying and adding the products
together. The sense in which a set of numbers (called 'filter
weights') represents the filtering action desired is that the
filter weights are the samples (at a sampling rate equal to that
applied to the data) of the response which the desired analog
filter would have had to a unit impulse input. Textbooks show
that convoluting such a set of numbers with a scction of data is
cquivalent to filtering it; that is, the result of this multiplying
and adding is a number which is equal to what the desired analog
filter would have produced, if the same data (in analog form, of
coursc) had becen applied as input to the filter,

A major advantage of the digital filter as against a real
analog filter is that it is a practical impossibility to produce
an analog filter which does not introduce phase delays, and phase
delays which differ in different parts of the filter's pass band.
It is easy to make a non-phasec-shifting digital filter, and this
is important for our work where differences of phase angles
between channels are an important aspect of the data. Phase shifts

are more critical in the narrow-band filters used for cross-

spectral analysis, than in the broad-band muscle filters mentioned

above,
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The operation of convolution just described is required for
each filter output value, for each frequency, for each channel;
since each convolution involves many multiplications, this opera-
tion occupies the major time of the compuw%er performning a frequency
analysis by NEEG., Many filter output points for each frequency
are necessary in order to accumulate a useful estimate of the
spectral intensities during an analysis epoch., It is wasteful
of computer time to convolute, beginning again at gvery sampling
time, for the filter outputs so generated would be highlv inter-
dependent statistically., It is also wasteful of data to begin
a convolution too seldom, In NEEG, a compromise rate of applica-
tion was chosen, which sacrifices 50% in statistical efficiency,
but requires less than 25% the computer time of the rate which
would be 98% statistically significant,

The rate of application chosen requires several convolutions
to be applied to each data reading; the exact number varies with
the samnling rate and maximum analysis frequency, and is auto-
matically chosen by the program. One of the innovations that
allows NEEG to save much space in conparison with many spectral
analysis programs, is the method called 'sideways filtering!',
originated by Dan Brown under this cont—act. In this method
of applying digital filters to data, all the convolutions which
are to be applied to a given sample of data are applied to it
the first time it enters the machine's memory; thus cnly one sample
of data from a given channel need be stored at a time, In practice,
for economy of tape usage, a block of 12-2C values fo1r each channel
under analysis is in memory at a time, but only cne of these for
each channel is being processed by NEEG.

Since convolution consists of multiplyaing and adding (or
accumulating), several simultaneous convolutions require that
several accumulators be storing partial convolution results. These
are referred to as 'rotating accumulators'!, since as socon as a
convolution is complete, its accumulator is cleared and assigned
to bezin accumulating the filter output for a considerably later
time. In order to make our digital filters have no phase shift,

it is necessary to carry the convolution 'into the future!';
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that is, the filter weights and data whose products contribute

to the filter output associated with a given time must include

data which occurred later than that given time, It is this
requirement that makes impractical analog filters having no phase
shift; but it also makes diagrams like Fig, FM-2 contain points

on both sides of the starting time for the first accumulator (p.38)..

An additional feature which conserves computer time in NEEG
is the use of two filtering passes. The data is first treated
by a low-pass filter, which removes frequencies above the maximum
frequency it was desired to include in the spectral analysis,
Thus, for ir.any of the NEEG calculations, the data was originally
sampled 200 times per second, but the maximum frequency included
in the spectral analysis was 25 c/sec.

Thus, if in the original reproduction for digitization, an
ideal low-pass filter had been used that allcwed all frequencies
below but not above 25 c¢/sec to reach the digitizer, a sampling
rate of only 50 c¢/sec would have sufficed, thus saving many multi-
plications in the later convolutions. Alternatively, if an ideal
digital low=-pass filter could have been applied to the datvta after
digitization, the effective sampling could thereafter have been
reduced to 50/sec., Since ideal filters are not available in
applied mathematics, a compromise digital low-pass filter was
applied. This filter introduced zero phase shift at any frequency;
it had essentially no attenuation (unity gain) between O and 25
c/sec, at which point its gain falls linearly to zero (attenua—
tion rises to infinity) over the range 25-37.5 c/sec. Above 37.5
c/sec, its maximum gain is 0,01 in amplitude, which means 0.0001
in power; the asymptotic loss rate is 18 db/octave. The output
of such a filter could be adequately represented withcut aliasing
by data sampled at 75 c¢/sec, but to avoid timeconsuming inter-
polatiocns, the next larger factor of the original sampling rate
is used: thus in this case the low-pass filter has an output at
100/sec. Since there are 25 band-pass filters in our typical
analysis, the reduction of a factor of 2 in the number of multi-
plications for each one accomplished by this low-pass filtering
is a worthwhile saving.

In our typical analysis, the band-pass filters are centered
at intervals of 1 c/sec from O to 25 c¢/sec. There is considerable

discussion as to the precise optimum filter shape and disposition
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‘that are best for spectral analysis, but all agree that some

overlap in frequency response (between adjacent filters) is desirable
The band-pass filters in NEEG were designed to give close to con-
stant total power for extremely narrov-band inputs anywhere within
their combined range. Filter responses reacii zero for bands

more than 1 c¢/sec from their center frequency. A plot of the

responses to synthetic pure sine-wave inputs is shown in Fig. FiM-1l. |

(p. 30).
Band-pass Filtering

Band-pass filtering in NEEG is very similar to low-pass
filtering, although of course the filter weights are arranged
for narrower response, and centered at many different non-zero
frequencies, The major difference is that, in order to preserve
the same statistical efficiency, at the same raiio of input to
output rates, it is necessary to define and apply two convolutions
simultaneously. One of these is of zerc phase shift, like the low-
pass weights, and the other is of precisely 909 phase shift, It
is the squares of both of these filters' outputs that are cumulated
to make spectra; the products of these outputs (from different
channels) are cumulated to make cross-spectra, from which coherences
and phase angles are calculated.

Because of the filters' extension both before and after the
nominal ends of the interval to be analysed, the data trpe mnust
also be positioned beyond, by an amount calculated by the program.
This time-extension is essential in any frequency-domain analysis.
Unfortunately there was an error in this fecaturc of NEEG which
resulted in many of the intervals' being too short, causing
the spectra from these intervals to be too small in all frequencies.
The effect is within the sampling variability of our spectral
estimates, and was uniform for all subjects, so we felt thav
recomputation was not justified. The error has now been corrected,
which may result in some slight biases in comparisons with future

work.
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SUMMARIZING TECHNIOUES

Formulas Used in Averaging

In summarizing such an extensive library of numerical data,
we have used averaged parameters -- in some cases averaged over
time, in octhersacross subjects, and occasionally over frequencies.
Average intensities have a clear interpretation, although for
reasons given below we have used geometric rather than arithmetic
means in averaging intensities. The averages of cross-spectral
paraneters have to be more carefully developed.

l, Averaging autospectra

In many segments aralyzed, some or all of a subject's leads
contained muscle artifact, While inuscle filters were used, this
activity still greatly increased calculated spectral Intensities
in almost ail frequency bands., Il.ather than attempt to identify
such 1eads and segments, and exclude them from "averaging in" with
other segments, we usually chose to use an averaging formula which
de-emphasizes their con*ribution., Since muscle-~affected spectra
were increased approximately equally in each frejuency band, the
‘haracteristic shape of the spectra will be preserved,

The formula used for each frequency is that for geometric

mean of values in each ‘'case!':

N 1/N
= (11 xi)

»

N
It is easy to see by experiment cr theory that the geometric mean

exp (l E log Xi).

is less perturbed by one or two "outlying" cases, than is the

crithmetic mean,

2. Averaging Coherence and Phuse

If two channels have a high coherence in each of several
epochs and a low coherence in others, the average coherence is
cf course medium, But if the calculated phase angle is close to
18. when the coherence is high, but varies between 0° and 360
when coherence is low, we will get a wore proper idea of the

average phase angle if we weight more heavily those epochs whe: e
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. . ' s . . /
(5o Appendix III for 211 figures) the cohcercnce s higa (hence
te oo le wes o]l dbturminud). snother ~nnoyancce in avoerdaging
angl.s is clear from the ~ucstion, " hat is the average of 10 and

359¢?"  Obviously, the dnvwer is 00, but therce is some difficulty
in defining ¢ generally applicable foriula.,

To avoid both these troubles, averaging of both coherence and
phase angle was done indirectly, by going bac:. to the original
cross-spectra and averaging them. The average coherence and phase
were then derived from the averaged cross-spectra.

Since muscle artifact is essentially incoherent between
channels, resulting in small cross-spectra in such epochs, the
geometric mean was not used for cross-spectra. Calculating average
coherence as the quotient of an arithmetic mean for cross-spectra
and a geometric one for autospectra results in a biased estimator.
The amount of the bias was estimated by a Monte Carlo simulation,
which showed that bias to be entirely negligible for our ranges

¢f parameters.,

PRESENTATION OF RESULTS

In addition to choosing methods of averaging which are
adapted to the special properties of EEG data, we had to develop
nethods of presenting the results in reasonably comprehensible
form. One of the difficulties in this connection was posed by
wide range of the data, as between frequencies within the same
channel, as wel}'asﬁbetween the intensities in the same frequency
under different conditions,

For illustration of the difficulties of presentation posed
by the wide range of our cdata, and the method developed for solving
them, consider the following synthetic spectral output:

Frequency Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
1 1000 900 1000 900 1000 900
2 100 200 100 200 100 200
3 10 20 10 20 10 20
Ly 2 2 2 1 1 1
5 100 0 0 0 0 0

Such extreme range does not ordinarily occur within such a
aarrow frequency range, but does frequently occur in a single

channel within the range of the 1-25 ¢ which is used in this study.

i At it S St - N DT s M AN PR n n
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The data for each of the five "frequencies" is plotted in ocne sct
of bars in Fig. VM-Data, so that the six sets of bars represent
all the data from the six "situations"; "frequency" 1 at the
left of each set, then frequency 2, etc. Yhen plotted un a linear
scale, as in Fig, VM-Data, the picture is not very expressive ot
the variations iy the weaker "frequencies", Some improvement is
shown in the following Figureg,Fig, VO-Mean and Fig. VO-Standard
Deviations, where a logarithmic scale is used. The numbered bars
to the left of the Mean plot show the original data values that
would have resulted in a bar of the height they label, which are
rounded off from constant logaritumic steps. Since we consider
relative variation significant, it is natural to consider the
coefficient of variation of these same data, which is shown in
Fig. VM-Coefficient of Variation: the much greater relative
variability of the "5¢" activity is immediately apparent, as is
the equality of relative variability in "frequencies" 2-4, and the
relatively quite small variability in the "1¢" activity. A trans-
formation more expressive of variation from "code" to "code"
is shown in Fig. VO-Variations. Each of the bars in these
"spectra" is found by taking the mean (plotted in Fig. VM-Mean)
from each value, and dividing that difference by the standard
deviation. Thus,

v(f,s) = (x(£,s) - X(£,.))/ o (£..)
where V(f,s) is the variation at any particular freguency for a
particular situation, X(f,s) is the original data for the same
frequency and situation, f(f,.) is the average data for that
frequency, but averaged over all situations, and ¢ (f,.) is the
standard deviation for the data at that frequency, over all situa-
tions,

Attending to "frequency" 1, over all 6 situations, we see

?

that

X (1,.) = % (1000 + 900 + 1000 + 900 + 1000 + 900) = 950

c (1,.) =\/(50)2 + (=50)2, (50)2+ (-50)2 4+ (50)2 4+ (-50)%= 50
3
(1000 - 950)/50 = 1

(900 - 950)/50 = -1, etec.

v (1, 1)
v (1, 2)

s o e
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Thus, in the first sitvation, its strength was 14 above the mean
for frequency 1, while in situation 2 the value was -l1lo¢o from that
mean; and of course this oscillation continues throughout. The

relative variations in frequencies 2 and 3 are similarly calculated,

since

X (2,.) = .% (100 + 200 + 100 + 200 + 100 + 200) = 150

o (2,.) = [(-50)2 , (50)2 + (-50)24+ (50)2 4 (-50)2 . (50)2 = 50
6

v (2, 1) = (100 - 150)/50 = -1

v (2, 2) = (200 - 150)/50 = 1, etc.

X (3,.) = % (10 + 20 + 10 + 20 + 10 + 20) = 15

(3,.) = Jq-s)z + (5)2 + (=5)% + (5)% + (=5)%2 + (5)2 _ 5

6

v (3,1) = (10 = 15)/5 = -1

v (3,2) = (20 -~ 15)/5 = 1, etc.
Thus, the relative variations in "frequencies" 2 and 3 are equal
to each other, and equal in magnitude but opposite in sign to those
of frequency 1. Frequency 4 had variations of equal size, but
differently distributed among the situations, Finally, frequency
5 was positive by almost 2 ¢ in situation 1, and uniformly nega-
tive (in variation) in all succeeding situations. Thus,we see
that the relative variation of widely different sizes of data is

brought to a standardized plot for c¢asc of visual comparison.

ABIOIMAIST P L B ] [ I n | n
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PROGRAMS
Gencral Outline of NEEG Operations

1. Read NEEG parameters (see Note 1)
2. Generate low pass and band=pass filter weights (see Note 2)
3. DPosition the input tape(s). Positioning is done in the
following order:
a. Find experiment code (EXPN\, on code channel (EXCODE);
tape positioned one scan after last pulse in code.
b. Find starting pulse (PSTART) on pulse channel (STIMUL;
EXCCODE used if not on tape). Tape positioned one
scan after pulse STIMUL.
c. Find response of lengtih BRESP. T:pe positioned one scan
after response.
d. Move tape START seconds (may be negative)

If any of the above narameters are not defined, the corresponding
section of positio. is g is ignored.

o

Once the tape is positioned, NEEG reads one scan (one data value
per channel) at a time, until the stop condition occurs, the stop
condition is defined as follows:

a. Find ending stimulus pulse (PEND)

b. Then find response of length (ERESP)

c. Then go TEND seconds {(may not L= negative).

If any of the above paramneters are not defined, the correspondinz
section is ignored.

4, Number of cunannels analyzed (sge Note 2)
X = One scan from input tape éx(l), 1 =1, §7;X is put through
the low=pass filter routine which may or may_not return Y.
Y = One scan of low=-pass outputs /Y(1), 1 = 1, §/;if Y is not
returned, get another X. If Y is returned, gc to section 5,
(FMAX - FMIN)/DELF
= Number of filters (maximum number is 35)
Y is put thrcugh the band=pass filter routine NF times (once
for each filter frequency). The bandepass filter routine
may or may not return Z.

5. NF

(I

Z = One scan of band=pass filter
outputs 2(1), 1 = 1, N - in phase filter
z{(1), 1 = N + 1, 2N - quadrature filter

If no Z is delivered, get another X and return to section 4.
If Z is delivered, we get two values Z(1), Z(1+N) for every channel
for every frequency band (except the zero frequency band for which
there is no quadrature filter).

FN = Number of Z's per frequency per channel.
6. From Z the following prelimipnary results are formed:

a. Zero frequency auto spectra

EN 5
AS, (J) = ¢ Zq (J) J = 1,N
b. Auto spectra for remaining bands
EN

AS, (J) = 3 (Zl(J)2 + Zl(J+N)2) = Sum of squares of inphase
1 and quadrature filter
outputs for ith band.

my
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c. Cross spectra for remaining bands
cross of channel a with channel b
EN ‘ _
csy, (a/b) = E (z,(a) * z,(0) + z,(asN) %2, (b+N) )
EN

C5,, (a/b)

H

ﬁ (Zi(a) * 7 (b+N) - z, (a+N) * Ly (v) )

a. a + N refers to inphase and quadrature for c’.annel a.
b, b + N refers to inphase and quadrature for channel b,

Formulas for variables appearing in the NEEG printout (see
Sample Output page 54 ).

FN = Number of band-pass filter outputs per frecquency band
) (same for all bands) (number of Z's§
FNL= Number of low-pass filter outputs (number of Y's).

Number of degrees of frecdom = 2 % FN
NF = Number of frequency bands

FN
YAV = %N’ % ZO = Average zero frequency output (this is
named AVG on the printout)
Quantities actually printed out:
Auto spectra

a. Zerc frequency

i

'AS \ 2]
SPCT,, (3) = 0 _(J) - YAV (J) * 2.0 (J=1,N)

| FN | DELF
b. Remeining frequencies
As, (J)
SPCT, (J) = i
i = DELF * 2,0 * FN
c. Other paramcters
1 EN
AVG,. (J) = = % ZO(J) (J=1,1)
VAR(D) = g B (¥(9)? - (vav(y) )?
ol A

sunsP(J)= & SPCTi(J) * DELF (14 = 1, NF)

SUMSP(J
max SPCTi(J) )

B.V.(J)

TAU(J) = SUMSP(J
T xXMaxsa(J)

XMAXSQ(J)= max (Y(J)2 ) = Largest low-pass output for
channel J, squared

L
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z SPCTi(J) * DELF * F

FBAR(J) = T SPCT(J) * DELF

1
that is, (F = FMIN, FMIN + DELF, ....., FMAX)
F = FMIN, FMAX, DELF
Cross spectra
a/b > channel a crossed with channel b.
, _ ) P4
AMP_ (a/b) = /@sil(a/b) + €5, ,(a/b)
10 Arctan (Csiz(a/b) ) i = Frequency band
PHASEi(a/b) = cs,,(a/b i £ 0O
-90< PHASE, < 270
AMPi(a/b)2
CoH, (a/b) = SPCT, (a) * SPOT, (b)
S
CBAR(a/b) = NF-1 L COH, (a/b) * DELF

pN
FHAT(a/b) =  23COH;(a/b) * DELF * F

5 COM(a/b) * DELF

(for F = FMIN, FMIN + DELF, ....., FMAX)
F £0

interpowers (RIP and RIQ)

5 SPCTi(b) * COHi(a/b)

RIP(a/b) = %
suMsP_(b) - SPCTO(b)
DELF
b} SPCTi(a) * COH, (a/b)
RIQ(a/b) = i 1

suMspP(a) - SPCTO(a)
DELF

——— L] - - 3 Lkl < B
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NEEG Parameters

BCODE
BPULSE
BRESP
CHAN
CHAN
CHAN2
DATE
DELF
ERESP
EXPNO
FMAX
FMIN
FS

H1

H2

HCODE

HPULSE

IDER

K
LBTAPE
LIST

LISTXY
LONG

LPTAPE
LTAPET
LTARPEZ2
N

NBFILE

NCHAN

Height of the base level of codes on the code channel,
Height of the base level of pulses on the pulse channel,
Length in milliseconds of the beginning response.

Names of those channels for which autospectra is desired.
Names of the channels on first input tape.

Names ot the channels on seccnd input tape.

Identifying date in 30 alpha-numeric charactzars.
Resclution in cyc/sec desired in analysis.

Length in milliseconds of the ending response

Three digit experiment code No. on code channel,

Maximum frequency desired in analysis.

Minimum frequency desired in analysis.

Digitized sampling rate i scans/second.

Experiment identificat:ion for sutire run in 72 alpha-
numeric characters.

Experiment identification for single case in 72 alpha-
numeric characters,

Height above the base level (DCUDE) of experiment code
on code channel.

Height above the base level (BPULSE) of pulses on pulse
channel,

=1 means autospectra of the first derivative is desired
also,

ignore - has no function.
Fortran Logical Unit N¢. for binary output tape.

Names in pairs of those channels named in CEAW for which
cross spectra are desired,

Ignore - has no function,

Length in scans of each pulse in experiment code on code
channel,

Fortran Logical Unit No, for filter output tape.
Fortran Logical Unit No. for first input tape.
Fortran Logical Unit No. for second input tape.
Number of channels in CLiAN,

Number ot end of file marks after which to position the
binary output tape.

Number of channels in CHAN1.

NSO WGV ) S BN e ] L}



NDEN1
NO GO

NPFILE

NTAPES
NX
ouT

PEND
PSTART
RECRD
SCALE
SUBNO
TEND
TSTART
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Density (566 or 800) of first input tape.

= 0 means position the input tape but do no analysis.
= 1 mean: position and analyze.

Number of end of file marks after which to positicn the
filter cutput tape,.

Number of input tapes.
Number of pcirs in LIST.

1 binary output desired.

= 2 1list is desired ~ ignore - has no function.
= 4 filter output desired - ignore - not in production
status.

8 filter printout desired - gives reams of output.
Pulse No, to end analysis.

Pulse No. to start analysis.

Experiment record No.

Scale factor for each channel in CHAN.

Experiment subject No.

Ending time in seconds for analysis.

Starting time in seconds for analysis.

Limitations and Comments - All parameters are set to zero if not

CHANZ2
FMAX
FMIN
LONG
LPTAPE
LTAPE2
NBFILE

NDEN1
NDEN2
NOGO

NPFILE
NTAPES
TSTART

read in except LONG, NDEN], and NTAPES.
Not operational in NEEGO3.
(FMAX-FMIN)/DELF =235.
Not operational in NEEGO3 - set to zerc.
Set to 30 if not read in.
Not for production in NEEGO3.
Not operational in NEEGO3.

ignore if stacking binary cutput., There must be at

least one job already on the cutput tape. £ new output
tape is started Ly reading in (NBFILE) = 0B or by putting
three END OF FILE marks at the beginning of the tape.

Cet to 556 if not read in.
Nct operational in NEEGO3.

(NOGO) = 0B read in for the first case will nullify all
binary output requests. Ilience a NOGO on the first case
should be done with (TEND) = O unless the entire job is
to be NOGO.

Not fcr production in NEEGO3.
Non functional in NEEGO3 - set to 1.
TSTART * FS< 217 -1 (=131071).
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NOTE 2: Low=Pass Filtering in NEEG

FS = Sampling rate in samples per second.

FMAX = Maximum frequency analyzed.

AF = FMAX/2

Isp = 2, L*FS/FHAX

{S = 2% SP + 1 = Mumber of filter weights to be used.
AC; = jth accumulator - i = i,20

START = Location of first dat; point requested.

Tv = Z*FS/(S.O*FMij = Dccimatioﬁ'factor.

FSZ = ;% = leduced sampling rate.

ldealized Filter

The filter (Fig. FM-1, p. 30) is constructed with a roll-off frequency of FMAX
and a cut-off frequency of FMAX+AF = F2. M = (FMAX + F2)/2.

2M cyc/sec is the minimum sampling rate that will avoid aliasing error due
to folding. The output rate of the filter is reduced to FSZ which is the
smallest factor of FS greater than 2M. |If FS and “MAX are such that no
reduction of the filter output rate is possible, i.e., if 2%FS/(5%FMAX) < 2
then no low-pas- filtering is done.

Examples:

FMAX  FMAX+AF i 2M [2Y4 FS 1v
1. Lo 60 50 100 100 200 2
2. 50 75 62 124 200 200 ]
3. 25 37 31 62 67 200 3

LG NEREIERY W B R e Pt n L}
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The low-pass filtering is done with rotating accumulators. Ve
will illustrate the process by going through an example step Dby
step, To illustrate the process of output rate reduction, we
wish to use a case where IV = 2,

For simplicity we will say that ISP = 3 even though this is impossible
if IV = 2.

ISP = 3 Number of ratating accumulators
IS = 7 = Number of elements in the weights vector.
IV = 2 = Decimation factor,
(a) |yl
1 2 3 4 5 6 7 uTs S ACB
it Ko
1 2 3 4 5 6 7 VTS s Ac,
1 2 3 4 5 6 7 VTS . 4Cy
L. X Xy X X X Xg Xo Xg Xg X190 Xg1 X12 X159 X1y Xi5 %16 X217,
=]
t
a
r
t
(B)
1 2 3 4 5 6 7 5 ACy
1 2 3 4 5 6 7 s ACq,
1 2 3 4 5 6 7 o S AC,

Xl X2 X3 Xh X5 X6 X7 X8 X9 xlO xll Xl

L BN )

Fig. FM-2
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The process is identical for all channels of data; so we will
discuss the process for a single channel only. Ve select a data
point soumewhere in cur data (Soo SELECTION T SECYTIONS TO BE
LiI1.LYSEL) and request that this point (here labeled START) be the
starting point for the analysis. In the illustration this point
is referred to as X, where 4 = I3P + 1. To force the first filter
output to correspond with X,, the program backs up ISP (=3) data
poimts and that point{labeled X,)is the first data point read.

A. the data is read,one point a% a time starting wiih X.,, the
following proca2ss goes on. AC., ACz, AC,, are initially set t{o
zero, See below; note that “=Jf is used gn tihe FORTRAN sense of
"is replaced by",

Data Point_Read aAccumulation (FORTRAN)  Usual Notation

X4 AC, = AC; + X, * WTS, ac, (1) = ACl(O) + X, UTS,
Ac2(1) = AcC, (0)
Aac_f1) = ac, (o0
C,f1) = acy(0)
X, AC; = AC; + X, * TS, ac,(2) = AC, (1) + X, VTS,
A02(2) = ACZ(l)
A 2 = £C 1
C4(2) = +c4(1)
-— . - TIT<
X4 AC) = ACy + X % UTS, ACl(B) = ACl(Z) + X UTS
AC, = AC, + X, * WIS ACz(j) = aC,(2) + X4 VIS
ch(3) = A02(2), etc.
XL‘ ACl = ACl + Xl; * 'JTSh
AC, = AC, + X, * UTS,
Xg aC = AC) + X * TS,
AC, = AC, + Xy * VTS,
ACqy = ACy + Xg * TS,

X - ¢ * T

ACz = .A.C2 + k6 .TSu
= CO% g

AC3 = AC3 + k6 “TSZ

X AC, = AC, + X. * WTS Full; read out, set to
7 ;Cl = Acl + X7 * WTS zero, restart then set
2 T B2 7 5 AC, = x7 * TS,
AC, = AC, + X, * WTS
3 3 7 3
)&8 ACl = ACl + x8 * wng
A02 3 AC2 + x8 * WTS6
= * VI
AC3 ch + X8 .TSu
etc.,

| W R R SR r n
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After point 7 is read, ACl is full and the contents of ACl are
recovded by NEEG as the first low-pass filter output. This number
is the filter output "fo.r' the data point lined up with the

center weight (WTSh) for AC,, 1,e., X, the starting position.

AC1 is set to zero, shifted over as in part B of Fig. FM-2; thern.

1
value "for" X6 is delivered,and A02 is shifted over. Two scans

A, = X7 * HTSl. Two scans later aC, is full and a filter output

later we get an output from AC e continue to get an output

every ”( = IV) data points untzl the output for the last data

point requested is delivered. hence 3 ( = ISP) points past the
ending point will be read. The low-pass filter weights are an
even functicn around the center weight, with a shape something

lilke a damped co-sine wave.

Hence only half the filter weights are stored. 1In the above
illustration for example, WTSl = WTS7, WTSZ, = UTS6, and 'iJ’I‘S,3
= WTSS’ so that only WTSl through WTSM need be stored in conpater
aemory; proper address calculation causes the correct convolution

to be performed.
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BPVUTS

IDYNTIFICATION

Program Code Name: BPUTS

Classification: 2,2 s 0ho

Programmer: Dan Brown BRI/DPL UCLA lealth Sciences Center
riachine: 7094

l.anguage: FAP

Date: January 22, 1964

PURPOSE

Generates sets of in-phase and quadrature band pass filter
weights for BPIF for frequencies FNDELF, 2.*FNDELF, FnpMAX,

4 single set of LP filter weights is obtained frowm OUTS for
frequency O,

SAETHOD

The number of weights, NVWTS, required for resolution FNDLLF
is computed as 3.2/FJDELF +1. JoWTS (1.6/FNDELF, FC=FNDELF/4,
FR=3*FNDELF/4,UTS) is callied to supply the low=-pass weights
g i=1,2, 1.6/FNDELF+1. Tie in-phase Jtir band weights, Flgir
lJi=2*Li*cos(21T*FNDELF*J) and the quadra-
ture Jt band weights, Fqu, are computed as FQJ1=2*Li*sin
(27 *FIDELF*J) where J=1, 2,2%FNMAX/FNDELF.

EXTERNsL REFERENCES

L8

are computed as F

1. I¥ntry Point Names:
BETS
2., Cal.ed Subroutines:
MVTo
USAGE
1. Celling Sequence:
CALL BPWTS (WTS, FNDELF, NWTS, FNMAX)
2. rarameters, Arguments:
WTS = a vector for the weight storage. It should be
dimensionea as /2(FNMAX/FNDELF)+1_/* /1.6/
FNDELF+1_7in the calling program,

FNDELF = daesired resolution, cycles per scan.

NVTS = Number of weights required per band. Value
returned includes both sides and center of weight
vector,

PNuAX = desired maxiimum frequency, cycles per scan.
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3. Input/Cutput Data:
FNDELF and FNMaX must be supplied by the user.
PPYTS returns UTS and NVWTS,
STORAGE RE (UIREMENTS
1, Space Required:
142 octal =elle
RESTRICTIONS & CODING INFORMATION
1, Data Formmat:
For each band, only one side {plus the center) of the
weight vector is computed,.
VTS (1)-1UTs (i) low~pass filter weights (from 0UTS),

of width »~ FNDELF/2

UTS (M+1)-wTs (2M) in-phase band-=pass weights for

first band centered at FNDELF,

UTS (2M+1)-1Ts ( 3id) quadrature band -pass weights for

first band centered at FNDELF.

UTS (314+1 ) -WTS (4:1) in-phase band~pass weights for second

band centered at 2*FNDELF,

UTS (28%M+1)-YTS((2N+1)*M) = guadrature band pass weights

for the Ntn band centered at N*FNDELF,
where :
rM=1.6/FNDELF+1 and tue nuaber of bands
N (not ccunting Frequency 0) is given
by 2*FNMAX/FNDELF,
2., Cautions teo Users:
FMAX/FNDLLF < causes ‘an éxit with only the low=pass filter
weights obtained from OWTS, Minimum frequency is assumed

to be zero,



C.

IDENTIFICATION

Program Code Name:

Classification:

Programmer:

Machine:
lLanguage:
Date:
PURLZOSLE

L6

BRF ilevision No, 3

BPF Revision No. 3

2.1 8 01z

Dan Brown/Joyce Cootz BRI/DPL UCLA Lealth
Sciences Center

7090/94

IBMAP

September 30, 1964

To filter data sampled at equal time intervals given symmetric

or antisymmetric weights,

METHOD

Given the N data series ‘&i(tj)} ; i=1, N, a frame at a time,

filter products are updated in a set of rotating accunmulators,

{ }
LAi,lc '

(v

7 )
p+vs—Nw/2

i,iz+s <

where:

vV =

p =

s = 0,1,2, etc.,
where:

Yi(tj) * Ay kes

ratio of input to output sampling rate
number of input points since the last output

until p+vss N

N_= the number of filter weights (two-sided)

k+s is computed modulo Nw/v+l. Vhen p+vs = N, a filter

output frame

Z is stored:

i
t
Zi( j-Nw/Z) < — Ai,p+vs
Ai,p+vs< 0
when p = v,p is set to zerc, and the accuumulators are "backed

up" by setting k <«

k-lo

Only the future weights, WO Ul ...,Wﬁ_/Z, are given in the
14 y
w

routine.,

The past weights are assumed:

If Yy £ 0; v

. - . ]
If Wy = 05 W__

7

W

n

=T
n
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E. USAGE
1. Entry Point Names:
Two entrances are provided:
a. CALL SMFIL (NV, IV, IAC, NP)

where: NV = NW = number of weights
IV = v = input/output ratio
TAC = 0 = initial accumulator index (set
internally)
NP = P = inputs since output (set internally)

Tais entrance sets up the routine for proper indexing
and initializes IAC and NP,

b. cALL MFIL (Y,2,N,¥TS,ACC,NP,IAC,IO,ISET)

where: Y = Yi = input vector

z = Zi = output vector

N = number c¢f channels in Y and Z

VTS = "O = weight vector

ACC = AO’Ozrotating accumulators (block of
at least N*(Nw/v+1) cells)

NP = P = (updated internally)

JAC = Nk = index c¢f accumulators (updated
internally)

J0 = I = output point stcred in 2

0 = no cutput
ISETZ 0 = skip setup part of entrance (address

of all parameters unchanged)

If one weight vector is used, maximum speed is attained
by use of the MFIL entrance with ISET # O after the first
entrance,

F, STORAGE REQUIREMENTS
l, Space Required:
247 octal cells
G. RESTRICTIONS & CODING INFORMATION
1. The accumulator block should be set to zero before each case.

2., The routine assumes a 7094 (or 7090 with seven index
registers) not in the multiple tag mode.

3., This routine does not wrvrk for IV < NV,
H, TIMING

Average execution time per entry (ISET # 0) in microseconds

(7094) :
T = 38 + 13N+22 + Ny (19 + 36N)
v v
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Sample Proccecssing of Normative Data (taken from Monthly Progress

Report for J:nuwry 8, 19647

An example of specifie t¢ion of an actual analycis, together
with a selection of the resulting output is included in this
section,

It relates to the digital tape representing the B tape
(additional EEG leads, and somatic channels) for Subject 2067,
and beginning witn situation 54 (Explanation of the Three-tone
task), This digital tape is one of eight for this subject, and
ig in use for program checkout; the tape used was one copied
from the reel onto which the original digitization was made, onto
a reel belonging to the Health Sciences Computing Facility, both
in order to physically conserve our tape, and in order to make
access more convenient for the HSC personnel.

Ve analysed several successive sections of situation 56 (three-
-one series); for illustration, we consider the first such analysis,
which began with the subject's first button-pushing response,
included the second, and stopped somewhat short of his third
respense. Later analyses continued from this point.

The load sheets specifying this entire analysis are yp. 51-53 .
Page 1 of these load sheets describes the tape and the computer
set-up; page 2 describes the channels to be analysed, and page 3
defines the epoch for +his case., Ordinarily, many analyses will
be made with pages 1 & 2 constant, and the few parameters specifying
thie new epoch will be put on cnntinuation pages like page 3.

Some of the output resulting from this particular specificatior
is also attached bon pp.*54-57, .&. The first output page has the
tape and run description. The first line consists c¢f a constant
heading, and the page number. The second line is the descriptive
title given for this tape on page 1 of the inad sheets; the

third is the descriptive title of the first case, given on page 3
of the load sheets. The run description reprints the information
that one data tape is in use,mounted on the computer's tape unit
14; thet the output results are saved for further processing on
the tape on unit 15. The descriptions of the heights of code and
stimulus pulses, taken from the first load sheot, by which the
prcgram will be positioning the data tape, are listed (these

numbers were derived immediately after the digitization process,




by

as part of the validation of the digital tape, by plotting out,
via the CDC 160A, sections of the code channel containing each
kind of pulse).

The channel naumes given in this example are of no interest
to the user, but merely numbers given for computer identification
purposes, for this checkout run. For computations of greater
physiological interest, more mzaningful names would of course
have been given on page 2 of the load sheets, and used for computer
reference, For ease of understanding for the present, we note
that C1 = C3-P3, C2 = C4-P4, C3 = P3-01, Ch = PL-02, C5 is a
synthetic channel explained later, C6 = 01-02, C7 is another syn-
thetic channel, and thue rest of tne channels are not used in this
example, except channel 13, which is the code and stimulus pulse
channel, and necessarily has the name EXCODE, in order for the
program to treat it as the code channel, The last note on page 1
of the output i.uforms us that the program has determined that the
data tape has been recorded in low density (200 characters per
inch), as are all tapes from the CDC 160A (until the installation
this month of units which will record at 556 ch/in); when tapes
are copied onto HSC reels, however, it is usually preferable to
use high density (800 ch/in). 1In order to assure that jobs would
not be delayed bv an error in manual specification of tape density,
a computer subroutine to determine the actual density, and properly
set the reading unit, has been included; this is its note on the
present data tape.

Page 2 of the output begins describing the case, with the
channels to be analysed (taken from page 2 »f the load sheets),
and the frequency range and resolution requested. Then a note
fr.m the program informs us that a filter was constructed which
i1l pass frequencies up to 25 cyc/sec unch. nged, and gradually
drops off to complete attenuation over the next 12.5 cyc/sec;
on this basis, a reduced sampling rate is derived, in the present
situation 76.92 samples/sec. This means that only one third as
nany samples will be analysed further, than if this low-pass fil-
tering had not been done; but since the sample-rate reduction follows

filtering, no aliasing is incurred.

— ———— n Ll = - hr e e - - -
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Then the output mentions that the computer is searching for
code 56, that the analysis will start after stimulus pulse 3,
and continue to 5 seconds following stimulus pulse 6. Unfortunately
the printout has not been updated so as to mention that it is
actually cearching for the response pulses following the named
stimulus pulses, in accord with page 3 of the lood sheets.

Now begins a series of printouts concerning the positioning
of the tape, and the interpretation the program is making of the
various pulses it is encountering on the code channel. These
printouts will be suppressed in a production version, but give
a sketch of the progress of positioning and computation, VWhen five
seconds' data following the second response pulse have been
entered into the filters, computation stops, and the printout of
the requested autospectra begins. Note that the time since
beginning the case desciription is about 1.5 minutes of 7094
time, to initially position the data tape, make these 7 spectra
and 21 cross-spectra, phase angles and coherences, for 25 different
frequencies, About 1,25 minutes is required for the calculations.

The autospectral printout begins by telling of the number of
degrees of freedom of each spectral estimate; this can be used to
enter tables of chisquare, to approximate the variability of any
particular value. Fach column is headed by the name of the channel
to which it applies, and the spectral intensity at each frequency
for each of them is printed. Note that the frequencies given
are integers, since we chose DELF to be 1 on page 3 of the load
sheets. Any cther frequency increment is equally possible, subject
to the limitaticn to about 30 frequencies total., Thus if an
analysis up to 60 cyc¢/sec were desired, the present program is
limited to a minimum frequency increment of 2 cyc/sec.

Note that channels 1, 2, 3 and 4 have all a high intensity
at zero cyc/sec (this really means, less than 0.5 cyc/sec), and
all four have quite a narrow peak at 11 cyc/sec. These four leads
are A-P (antero-posteriorly) oriented, in contrast to channel 6,
which i35 laterally oriented between symmetric occipital place-
ments., The peak in the bi-occipital spectrum is not at 11 cyc/sec
at all, but almost exactly at 10, 71his is in spite of the fact
that channel 6 shares an electrode with both C3 and C4!

e e Y ot RN s L] " -



Dec, 1963 Page 1 51
LOAD SHEET
NASA EEG SPECTRAL ANALYSIS PROGRAM, NEEG

INPUT TAPE PARAMETERS

To Keypuncher: To Preparer:
Keypunch into col, 1=72, Do not leave __ Cross out whole ertry for parameters
blank columns unless specified by in; not needed
B Do not keypunch
(H1)H12= H3C @TA’PE@ 3;0 Tape Desgription (72 characters maximum)
9wRITD207BADCYPItD
3 :?él}

(Suciig)=__ &£ 0] 0 (RiERPw——————p— Subject Number (integer). Recording date:
6=digit number, 2 for month, 2 for day,
2 for year,

(NTAPES)= ’ C (NCHAN)= ’3, G Number of simultaneous Input tapes(l or 2)
Number of Channels on Tape (must be the
sare if two tapes)

(FS)=__ 2 30.77 Input. 5ampling Rate Per Channel, in
Vrel samplezs per second of the original
~ o .
(left justify) - Subjuct's time,
(CHANT) HI=_( | gH=_CL $ Sequential List of Mnemonic Names of
1= 1= Channels on Tape 1 (first two in
Hi= (3 ? Hi=_C Y ? first line, etc.,) Describe each
H= (S 9 HI= CG Q by 6 or less characters.
1= 1= The Experiment Code Channel must be
Hi=_(. 7 ¢ Hi=_C§ ¢ named “EXCODE', If present. The Stimulus
M= 9 o Hl= _C/0 ? Pulse Channel must be named ''STIMUL',
Hl= € /) ¢ H=_C/T 0 If it Is separate.
Hi=_lz XC @QE ¢ W= —
{rel!

(c H1= ? Hl= ] Names for second Input tape, including
H ? Hl= Q EXCODE and STIMUL, which must be on the
H1=\ ¢ Hl= 9 same channels as on Tape 1.

Hi=_ \g Hl= Q
Hl= h’\ Q

Creln N Pulse Descriptions
(zcope)=___ — 25 G (LTR)= Q L C Position of basellne for and height of
A 50 experiment code pulses(in digitizei count-
(zpuL)= Lt DD_(CL'PULSE;‘:—‘———B same for stimulus pulses
L= 7,
(DATE) H5 __éﬂ_@__t_f_.,_Q_/_f_i_Q Date of Ist submission, alphamerically
|y expressed
(LTAPEY)= _ _0 UFAREd)emme——————p~  jogica! Unit Number of first tape

(ordinarily 15), and of the second tape
‘rel ) (ordinarily 4, IT used)

N~

- ——
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page 2
PRELIMINARY LOAD SHEET
NASA EEG SPECTRAL ANALYSIS PROGRAM, NEEG

SPECTRAL ANALYSIS LiST

keypunch into col, 1-72 cross out parameters not needed
Fgnore blanks unless specified by (% do not keypunch
(W) = 7 B Number of Auto-spectra
(Max, = 20)
(CHAN)
(left justify)

W=l em=C2 __em=C3 om =§__?_/__9 List of Names of N Chan-
il = (8 = - 2 nels To compute Auto =
H S =06 ot =C7 9 Hre—m— Spoctra
H 2 Hl = ¢ Hl = g -

Hl = 2 HI = Q Hl = 2 {
—— }
i = ? Hl = 2 Hl = i
1
(NX) = —' B Number of Crcss~spectra
(Max, = 1C0)
(DIST)
(left justify) ]
K1 R HI = 2 HI = ? Hl = 9“ List of Names of NX
Channel Pairs to
] = ] = =
H ® i —_—F Hl — R H = -——-—-—Q, Cross~analyze.
Hl = 2 Hl = ? Hl = Q Hl = g
W= =__ 9 Hl=___ ¢Hl = 9 | Cross=analysis should
1 = = - = not be requested for
k —_ —_ i —2 H —_—F channels without
i = e 9 Hl = 2 Hl = 9 | autc=spectra
HI = Rl = Q Hl = ¢ Hl = )
o - - - To analyze all pairs,
M=ol ? W= $Hl=__ ¢ } set NX = ~1 and cross
o= 2 Hl = 2 n = 2 Hl = 2 Joutlist. Note that this
= - o - may produce reams of
W= 9 H ¢ W= Wl =___ ¢ [ output,
" = 2 Nl = S Hl = Q Hl = ?
" = 2 Hl = Q Hl = Q Hl = ?
n = o Hl = ? Hl = QHl = g
Hl = g Hl = ? 2 Hl = ?
Hl =  Hl = ? 2 Hl = Q
i = 2 Hl = ? Q Hl = 2 »
HI = @ HY = ? H1 = Q Hl = Q
= ? Hi = ¢ Hl = 2 Hl = 9
W o= e NN = Q Hl = = Q
HE = _ ? Hl = 14 Hl = Q = ¢
i = ? HI = ? HI = ? i ?
HL = Q HI = ° Hl = ? _9
HT = Q Hl = Q Hl = Q Hl = Q
]
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page _:3__

llovember, 1963 PRELIMNINARY LOAD SHEET
NASA EEG SPECTRAL ANALYSIS PROGRAM, MEEG

CASE PARAMETERS

kcypunch into col, 1-72 . cross out parameters not nceded
ignore blanks unless specified by (n do not keypunch
)2 = SVUBTEC TQ@ 2073 Case Descriptior
(72 Characters, Max.)
2
irel)
(EXPNO) = f;-c; B 3 digit experiment or situation
code number
;3 Analysis interval
(PSTART) = i} Stimulus Pulse No, to start
20 After finding PSTART, go to
(GRESF) = B first succedding response of
length BRESP (20,40, or 80)
milliseconds. Ignored if zeros
(TSTART) = o After above positioning, Go
T5TART seconds. (May be negative)
(PEND) = C’ B Stimulus Pulse Nc. to end
(ERESP) = 2.0 B After Finding PEND,
Go to first succeedirg response
of length ERESF (20,40,or G80)
-~ milliseconds, *
(TEND) = J . Afier above positioning,
“rais Go TEND Seconds {may not be neg.)
_ Yent Frq. Analysis Parameters
(FHAX) = 25 liax. Freq. o e analyzed (c.p.s)
(DELF) = | Freq. Resolution (c.p.s.)
j Qutputs ‘
(out) = ___ 0 Cutput option; 1 = binary tape,
2 = listing, 4 = plot tape,
& = filtered data. Any sum
allewed,
(LBTAPE) = ! 5’ ] Logical tape for binary output
{LETAR)—= —f—— Logical tape for plo: output
:igj) *1f 3RESP = 140, response
2 EN CASE T R = , :
$ - END OF CAS ‘rel) pu'se of any length is used
$sGN—OF-d B~ ;!,'-_: for start positioning.
S~ Sinilarly for ERES? = 140.
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The¢ additional linces below the spectral intensities are other
parameters describing the same data. Those most interesting for
physiological interpretation are B.VW, (equivalent noise band-
width) and TAU/7™ (characteristic duration). These parameters
have been applied to EEG classifiration and analysis by D. Brown;
(sec¢ Rhodes ct al, 1965); thuir interpretation is described in
a paper now in preparation, Briefly. the band-width is an index
of regularity of the wave process, while the characteristic
duration is related to "ringing" (in the cense of a filter's
ringing) shown in that channel,

The next page of p—rintout, and the last one included in this
illustration, has the first 5 of the 21 cross~spectra and rclated
functions. The names of the two channels being related head the
columns, and we note for instance that the ll-cyc peaks in channels
1, 2, 3 and 4 are remarkably coherent, in that 88%, for instance,
of the ll-cyc activity in C: uld be explained as a linear
transformation of that in Cl. This is a very high coherence,
especially in view of the fact that sampling errors in estimated
ccherence are less for higher values, so that lower values are
in general less accurately known than these high ones. But note
that the coherence between Cl and C6 is extremely low, essentially
zero, The same is shown, on pages not reproduced, for the rela-
tion with C2, 3 and 4, again in spite of the fact that C6 shares
electrodes with C3 and Ch. Interpreting these findings according
to thic classical models for generation of the EEG, this seems to
be a strong indication uf an 1ll-cyc generator, located in the

midline, oriented A-P,

MERGE
lletricwval of NEEG Output Data

Since many different methods of further processing may be
apprlied to the auto- and cross-spectra calculated by NEEG, it is
necessary that there be a method of selecting desired items from
the mass of data written on magnetic tape by the program. MERGE
serves this purpose.

NEEG writes the data which it calculates for each case in
five scparate blocks on tape, in addition to printing it. The

first of these blocks, referred to as type one data, consists of
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channel names used and a brief description of the case. Type two
data is auto spectra. Type three data consists of certain summnary
data calculated from the auto spectra and from the input data
itself, These data (AVG, VAR, SUMSP, BV, TAU/T, XMAXSQ, FBAR) appear
below the auto spectra in the printout. Type four data is cross
spectra (AMP, PHASE, COH). The last of these data blocks, called
type eight data, consists of summary data calculated from the cross
espectra (INTERPOWERS, FHAT, CBAR, FBAR). These data appear below
the associated .ross spectra in the print-out. If no cross spectral
calculations are done in a given NEEG case, type four and type

eight data are not written on tape for that case.

Each block of data is prefaced by a string of 21 numbers
describing it and the case from which it was derived {see Note 1).
This string is referred *o as the ID vector of the data which it
prefaces.

The program MERGE is designeC to read selected data from one
or more NEEG output tapes and to put them on a new tape for
further use; its output tape is similar to its input, so that
MERGE output may later become MERGE input, when desirable. It
selects and orders data according to the values in one or more
positions of the ID vectors of the data, Data requests to
MERGE are organized into 'items', and output is sequential by item:
all data specified by the first item is put out before any from
the second, etc,

Parameters to the program specify input and output tapes, in
which file or files of each input tape the desired data is
located, and, for each of up to 100 items, the criteria (in terms
of specified values of specified ID vectors positions) according
to which a given block of data is to be included in or excluded
from a given item.

Having read its parameters, MERGE proceeds in two phases,
first selecting, then sorting the requested data.

In the selecting process, the specified files of the input
tapes are read, and each block of data whose ID vector satisfies
the requirements of any item is written, along with its ID vector,

on a temporary storage tape. When all the desired data have been
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In the sorting phase, the data requested in each item in
order is selented from the temporary storage tape and written,
with its ID vector, on the output tape. If ordering of the data
within this item has been requested, it is done at this time.

A variation of MERGE operates as described above except that,
rather tuan writing oz tape each case requested for a given item,
an "average case" (of auto- and cross-spectra only) is made of
them; it is both printed and written on tape when all its components
have been "averaged in" (see Note 2 for formulas used).

Built ianto both versions of the program is a facility for
compensating snectral intensities for attenuation introduced by
analog filters, if these were used in the digatization process of
the raw data. Application or non-application of this compensation

is under control of a parameter in each item.

NOTE 1: The ID Vector

Except where noted, these numbers are parameters to NEEG., See

Note 1 of the NEEG write-up for an explanation of their significance.

Position Contents
1 Data type (see text of this memo)
2 Page number of cross spectra (in general, there is a

great deal more cross spectra data than any other type
so it is broken down into smaller blocks, one for each
printed page of it).

3 SUBNO

L NREC

5 number of degrees of freedom for this case
6 case number
7 FS

8 NCHAN

9 NCROSS

10 EXPNO

11 PSTART

12 BRESP

13 TSTART

14 PEND

15 - ERESP

10, TEND
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Note 1 (continued)

Yosition
17 FMAX
18 DELF
19 ouT
20 Used for cross data only, this contains the number of
crosses in the following data block.
21 This contains the number of frequencies covered in
the associated spectral data,
NOTE 2: Formulas Used in Average lierge
o l/n . =
S = (Sl.Sz.....Sn) , where S is the average auto spectral
intensity for a given channel and
frequerncy and each Si is the corres-
ponding auto spectral intensity for
the ith case in the item.
1 D
X = o ? Xi, where X is cross spectral intensity
Né ~
5 = tan Xy sin 8,
i=]
n -
EELX=COS 8 s, where © is phase angle
/g y 2 /5} \
. -\4:1 Xi sin Q%) + \itl Xi ccs 9#) )
R A , where C is 'average'
n b /n cohercnce, S_ is auto
sos | = S) tra from hannel
\i:l ai -1 bi, spectra from one channe

making up the cross and

Sb is auto spectra from

the other.
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TITI. 23°ULTs: VAXING EEG'S

Contours of Iniensity and Coherence —_—

The time history of activity in a given channel, as an
average over the fifty subjects, can be read for each group of
situations from contour maps of intensity like Fig. LFP-LF (se=z
Appendix III). llere, not cnly are all fifty subjects' spectra
averaged together, but the spectra for similar situations (all
eycs-closed rest periods, all eyes-copen rest, etc.) are averaged
together, so as to give only twelve archetypal situations. They
are called "25" (which is the heading under which the cross-
subject averages for all eyes-closed rest situations are plotted),
"53" (all eyes-open rest), "11" (all eyes-closed flashes) and so
cn for the periods of simple stimulation; then, "69" (the first
ten periods of visual discrimination with a 3-sec exposure),
"79" (tac second ten periods of 3-sec discrimination), "119"
(211 1-sec exposures), and "56" (the eyes-closed vigilance task).
Situations "69" and "79" were separated since in this grouping,
the twelve summarized situations came fairly closc to having the
samc total number of seconds (approximately 100), thus the same
variability Jdue to sampling error.

Jeginning with Fig. LTP-LC as an illustration, we note that
en the average it peaks in the 10 ¢ band as well as in the lowest
frequencies, and that it has a stable valley at 6 ¢, as well as
a less stable one in higher frequencies. Remembering that we
must discount most of the 20 ¢ activity as due to aliased (3rd
harmonic) bum, there is still a relative low at 17 ¢ in 38" (eyes—
open taps), then a sizeable (relatively) rise in "67" through "119",
with a drop (but not to earlier levels) in the 17 ¢ band in "56".
The variations for LTP-LO show that 1-3 ¢ are particularly low in
"25" and "16" (both these times, 14-16 ¢ are also low), particularly
nigh in "69"-79"; 4.7 ¢ are low in "53" and 6-7 ¢ have an isolated
(relative) high in "38", 7-10 ¢ has a low in "69-119", and a high

in n56".
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Consider now the symmetric placement, RO-RTP. Its average
is very similar in its major features tu those of LTP-LO, except
for being of slightly lower level generailly. The variations of
RO-RTP are even more similar to those of its symmetric partner,
partly because the difference in level is thereby compensated for.
The concordant variations emphasize some previously dubious fea-
tures: a high at 4-6 ¢ in "11", another around 6 ¢ in "28", The
great similarity between the averages in these two symmetric
placements is encouraging; let us see how much activity is ccherent
between them, so that some c¢f the concordances could be attributed
to the same generator., Examining the Figure LTP-LO/RO-RTP, we
must note that the contours lLave been drawn for lcvels of coherence
(0.16 and 0.27) which would be independently significant (approxi-
mately at the "5%" and "1%" levels) even for a single subject,

in view of the averaging over cases which we have done; and so

are much more than that for this average of 50 subjects. Thus

the contours have been drawn so that strong cocherences are empha-

sized; but coherences of values less than 0.16 (in this cross-

subject average plot) may still be dependably different from O.
Thus there is a band from 9-:1 ¢ where coherences between

these channels are above 0.27 in all situations except "69-119",

where they are between 0,16 and G,27. At 1-5 ¢ in "11", the

coherence is also above 0,16, which persists at 2 ¢ through

"16-13", and comes again at 1-3 ¢ in "36" and 5-7 ¢ in "38", These

are the only time-frequency loci where the cohercences between these

two space loci rise above 0.16, but other features are shown in

tle variations part of Fig. LTP-LO/RO~RTP, For instance, all

frecuencies except 8-10 ¢ and 20 ¢ have a notably high coherence

in "11", which is carried over at high frequencies into "16-18".

Also, the coherence at 6 ¢ in "38" is particularly high among 6 ¢

coherences, so the peak at this frecuency-time locus in the two

contributing autospectra is no doubt due to the samec generator.

Coherences are particularly low at middle frequencies in "69-

116"; also at 2-7 ¢ in both "119" and "56", two situations otier-

wise so dissimilar.
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iet us compare these channels' reactions with those of twc
anato.rically adjacent channels, which were reco:rded on the other
("B") cdata tape, Lo-10 and RP-RO. LpP-LO has an avera,;;e spectrum
very iauch like that of LTP-LO, except for being at a higher level
throughout; but the peak activity is still at 10 ¢, with a valley
at 6 ¢; the drop-off in intensity toward higher frequencies does
not go velow 100 uv? (c/sec), but the proportion of activity in
this band is essentially the same as in LTP-L0. The ridge at 6 ¢

in "36" is distinct from the {variationally noted) peaks at 6¢

in LTY-1.0 and KO-RTP, which are in "38", Therefore, we have two
different eyes-cpen stimulation situations in which there is a
rise in the 6 ¢ activity in P-) channel activity: one in the
lateral pair during "38" (eyes-open taps), the other in the medial
pair during "36" (eyes—open flashes). e saw that the peak in
tne lateral pair was ccheret; but reference to Fig. _P=L0/P=RO
indicates that the medial peaks are ccherent more than 0.26

for all frequencies below 10 ¢, except 10r a few situatiors.

In fact, althcugh there is not a peak of intensity at 6 ¢ in "38"
for L--LC ur for K£-i0, there is a peak of coherence between whenm
then,

Reserving the coherence LP-LO/RP-RR0 for later study, note
that except for the difference at 6 ¢ just discussed, the varia-
tions of LP-1.0 and RP-RO are quite similar to those of their lateral
neighbors, below 12 ¢, In fact, the similarity does not end
there, for the medial ones have all the highs and lows of varia-
tion tuat the lateral channels have, but the .nedial ones have
additional highs (particularly) and lows (a few). OUne of the
additional highs shown by both mmedial ciiannels is the upward
extension of one previcusly noted in "11", which in these medial
channels extends not only over 11-13 ¢, but also 16-21 ¢ in both
(beginning a little lower in RP-RO). Since the whole frequency
range from 11-19 and 21~-25 ¢ was unusually coherent between the
lateral channels in "11", the higher extension of high intensity
in the medial channels may not indicate a new generator, but
merely the fuller expression of one noted before.

In view of the complexity of interpretation of relationships
among many neighboring channels, it is better for many p-irposes

to use a different presentation of the variation data, such as
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is included in the next section., 1t is still of value to exmine
other channels' history, as presented in these diagrams. [for
example, LO-RO shows an average spcctrum aquite similar to that of
LP-LC, not only in the peak at 10 ¢ but also in the vallcey at

6¢; tut, LO-RO is higher in intensity than LP-L0, sc¢ that again,

its variations are mcie helpful in comparing the two leads'
responses. Like LP-L0O, LO-RO shows a relative high at 11-19 and
21-24 ¢ in "11"; but, as we have noted in th~ paper first reporting
results frem this study (sce "alter, et al. 1966) coherences
LP-L0O/LO-R0O are very low, there is no coherencc as high as 0.16

in the figure giving average coherences between the two leads;
iiideed the average coherenc. across all subjects and all situations
s less than 0.05 at all frequencies. Thus, in "11", also, we

sczem tu have another example o7 LO-R0's becoming active at the same

time, and in the same freucncy bands in which LP-LUO and RP-RO

do (and in which those two are ccherent), without LO-R0O's becoming
coherent with them. Another feature which LO-RU's variations
share with the other leads mentioned is a valley at middle fre-
suencies in "69-119", althcugh it is considerably wider in band
in LO-RO than elsewhere, e¢xtending from 4 ¢ to as high as 12 ¢.
In "56", LO-RO is more than one standard deviacion above its own
nmean in all freauencies (except 0-1 ¢)! In none of tuese varia-
tions, of course, is there any sizeable coherence with LP-LO.
Another feature that LO-RO shows, which is .1ot notable in cther
leads, is a high at 4~6 ¢ in "18" (eyes-closed clicks).

~ particula 1y instructive example is provided by LC-CZ andu
Cz-RC. They are adjacent and share an electrode and should be
over homologous areas of scnsori-motor cortex. Their intensity
maps (see Figs. LC-CZ and CZ-RC) both show a large amount of low-
frecuency activity, with a secondary peak at 10 ¢, aad a not very
sharp valley, bottoming as much at 7 ¢ as at 6 ¢. Their 10 ¢
peaks are much weaker than those of the typical "alpha" producers
like LP-1.0; both central channels have noticeable 20 ¢ peaks,
possibly due mostly to aliasing. There is again a difterence of
level, which the variations compensate for: their variation maps
are aquite similar, with parallel highs in "18" at 6 ¢ (with .C-C2
showing a non-paralleled growth to cover 6-8 ¢ in " o eyes-

open clicks versus "18's" ey«=s-closed clicks -~ while CZ-RC shows _
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no high in this rarge in "34"); in "38" a* 6-8 ¢; in "69" at 1-4 ¢
beccming 1-5 ¢ in "79"; at 11-12 ¢ in "34-33", becoming 13-17 ¢
in "38", dropping out in "69", returning in "79", aiong with 19
and 24-25 ¢; finally, parallel highs at 9-10 ¢ in "56". The lows
in the two channels show a parellelism just as strong. Thus a
remarkable parallelism is clear between these neighboring struc-
tures,

The coherence map (Fig. LC-CZ/CZ-RC), by contrast, is
extremely sparse, and has no values as high as 0.16 before
"38", and none ever below 13 ¢. This means that virtually all the
activity in these two channels, with their impressively parallel
variations of strengtih, is incoherently caused, that is, cannot
be due to linear propagation of waves arising from the same
gencrator. By contrast, and to scotch the impression that this
might arise from instrumental or computational error or peculiarity,
the channe'!s LT-LC and RC-RT, channels further apart than the
pair just mentioned, but sharing an electrode with each of them,
have coherences above 0,26 at 1-10 ¢, mush of the time when the
subjects' eyes are closed (although, incidentally, neither of these
channels has a high in that band during such times).

Sucli contrasts, between pairs of leads showing similar
reactions, conherently caused, and similar reactions incoherently
connected, are one of the major contributions of cross-spectral

calculations to EEG analysis.

The Variations: Basic Heads

Wnile it might be thought that displays of averages would
be the most graphic way to present our multidimensional results,
1t seewms in fact that the average spectra differ remarkably little
between leads (see Fig. UV-Average), Furthermore, the difference
between the intensity in lower versus higher frequency bands is

much greater than the difference between leads at the same freguency.
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Therefore, a display whicn equalizes means will help us to grasp
the picture over the whole head and over the whole frequency range.
In addition, however, when the mean is small, the range of possible
variability is correspondingly small, since spectral intensities
are inherently non-negative (cee Fig. WV-Standard Deviation).
£ presentation which compensates for this aspect of the data, as
well as the different strengths, is one which we call variations
cof spectra, explained in an earlier section, Aan additional
transformation of the average data, which is of some interest in
comparing frequencies and locations, is the coefficient of varia-
tion (Fig. UV-Coefficient). This is derived, for each frequency
and location,by dividing the mean into the standard deviation.
‘"hile there are many different standard deviations which might
be used, we used the deviations of each frequency as between situa-
tiong: that is, for the average subject, how much did 1-¢ activity
change between eyes-3pen rest, eyes-closed rest, f . shes, clicks,
etc?

Yhen this deviation is divided by the corresponding mean
(that is, by the average over all situations), we see in the
Figure (UV—Coefficient) that the relative variability of the lower
frequencies is distinctly above that for others from 5-25 ¢.
Thus, in addition to being much stronger (Fig. WV-Average), these
frequencies are more variable, even when the variability is rescaled
by being divided by their larger averages., It seems that tnese
very low freguencies have been unduly ignored in conventional
eiectroencephalography; later, we will see that the same conclu-

sion arises from some exploratory work in discriminant analysis.

Topographic Plots of Variations of 50 Subjects' EEG Intensities

4L form of summary which allows comparison between the changes
in each frequency band is called "Variations of Spectra". This
presentation is based on the set of spectra for the whole range
of situations, keeping the channels separate. Thus, there is a
value of "variation" for each channel, frequency, and situaticon.
A value of variation is derived by first taking the average over
situations (for each channel and frequency), as well as the corres-

ponding standard deviation. Then each spectral value which




contributed to an average is reduced by that average, and ivhe
result divided by that standard deviation (this is the trans-
formation to 'standard scores'). Thus each value of variation
represents the amount by which intensity in that frequency and
channel differs in this situation from the mean across situations,
in units of its own standard deviation. It is a mathematical
consequence of the definition of variations that the mean of the
squares of the variations in any one frequency in any one channel
(i.e. of the variations appearing in the corresponding location in
each "head") is 1.00. That is, the variability of each frequency
in each location has been standardized (see SUMMARIZING TECHNIGUES).

Yhile it would be theoretically possible for adjacent fre-
quencies to behave quite independently, this seldom happens.

This is partly due to the fact that different subjects!' spectral
maxima occur as different frequencies, so that the average graph
is "smeared" somewhat more than a single subject's graph would

be. kowever, we will see luter in this section of the ‘report that
for most subjects, it is still unusual for a single frequency

to behave guite independently of its neighbors.

Turning to Fig. WV-CODE 25, we see that in situation 25 all
but five leads (frontals F'1-F3, F'2-Fk, F3-T3, F4-Th, and the
caudalmost 01-02) have a very similar variation pattern, with all
frequencies except 8, 9, 10 ¢ (and sometimes 7 ¢) having negative
variations, generally of about 1 ¢ ; and that the variations
for 8, 9, 10 ¢ are positive by about 0.5 ¢ . This general picture
is slightly varied in the P-0 leads, which have a positive varia-
tion (cr much less negative) at 19 ¢, which seems very likely to
be the first overtone of the 9 ¢ peak; this is shared to some
extent by C-P leads, which, however, are lower in other bands
above 12 ¢, reaching about -1.5 ¢ from 1225 ¢ (except 19 ¢)
in C3-P3 and C4-P4, In this situation, the frontal leads are
uniformly depressed by about 1 ¢ at all frequencies; 01-02 has
an idiosyncratic pattern.

In the situation plotted next (Fig. WV-CODE 53, eyes-open rest),

the picture is radically different with:all intensities lower than their

means, in accord ith the classjcal description of low-voltage waves with

cyes open. In the alpha band posteriorly, the depression is slight, whercas




vJ
in the transversal leads it i< largse. It is odd that C3-P3 & R are, except
for the alpha bands, more active than in eyes-closed rest (:125').

Figurz 4WV-CODE 56, eyes-closed button-pressing to tones, shows a great
exaggeration and spatial spread of the alpha bands centered at 3 ¢, wider
the furthur posterior, together with exaggeration of the possible harmonic
peaking at 19 ¢. 01-02 is quite different from other leads in this code, being
very positive in variation at all freauencies.

The next three situations are all eyes-closed stimulation: flashes
(Fig. wv_CcODE 11), taps (Fig. /V_CODE 16) and clicks (Fig. ://=CODE 13); they
are paralleled by the following three situations of =syes-open stimulation, but in
a different order: clicks (Fig.WV-CODE 3:), flashes (Fig. WV-CODE 356), and taps
(Fig. WV=CODE 38). Thus #11 is paired with #36: # 16 with #34: and #1383 with #3 .

All three eyes-closed stimulation situations show a degree of similarity with
eyes-closed rest, #25. The eyes-closed flashes of #1i produce a considerable dif-
ference from #25, most obviously in all occipital channels, which are above aver-
age in all except the very highest and lowest frequencies; they are especially
high at 10, 11 and 12 ¢ which is higher in frequency than their resting pzaks,
which were at Y. A curious finding is the great similarity of variations for T5-
T7 and T6-T8, togzther with their relative peak at 11 ¢ and absolute average value
at 12 ¢, in contrast to more medial or posterior leads which have their greatest
relative positivity at 12 ¢.

Under eyes-closad taps (#16), the posterior leads return to being extremely
similar to their rest pattems. The major differentiation introduced by thz taps
is quite narrow band increase in all transversal leads, which reaches about +lo
at J or 10 ¢; the vertex is also lass negative than in rest, at all frequencies

from ) ¢ up.
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Eyes-closed clicks (#18) leads to a different pattern with
the 10-11 ¢ range reduced in all leads except CZ-FZ, and the range
5-9 ¢ raised in most central and posterior leads, 6 or 7 ¢ naving
a relative peak in several leads.

The three succeeding situations of eyes-open stimulation are
very similar in their pattern, and different from the fluctuating
eyes-open rest pattern., In these three situations, most leads
are quite close to their means in all frequencies, which is not
a meaningless neutral finding, but rather a definitely unlikely
event, requiring as much explanation as do the variations from
the means observed in cother situations,

To discuss the eyes~open stimulations in the same modality
order as the eyes-closed ones, we consider #36, the eyes-open
flashes. In contrast toc the other eyes-open stimulations, #36
shows very high vertex from 12 ¢ up, and relative peaks around
5-7 and 12-13 ¢ in C3-CZ and CZ-Cl4, we well as peaks in
C3-P3-01 and CL-PL-02 in all frequencies except 8-11 and 18-20 ¢.
In one of the few instances of trustworthy asymmetry seen in these
maps, C3-P3-01 are further above their means in most frequencies

than are their right-side counterparts.

a

Situation #38 (eyes-copen taps) is like #36 (flashes) in having
high positive vertex variations at 14 ¢ and above, but differs
from it by having considerable negative variations at 8, 10, 11
and 13 ¢. C3-CZ and CZ-Ch4 are positive, especially 5-9 and 13-17 ¢
(here the right side is perhaps significantly more peaked than
the left). C3-P3-01 and CU-PL-02 are lower than in situaticn #36,
and have negative variations in mid-frequencies, particularly at
11-12 ¢. 01-02 has a pattern contrasting with what it shows
in #36. #34, eyes-open clicks, has most leads very close to their
1eans in all frequencies; the major exceptiona are C3-CZ-Cl,
and to a smaller extent T5-C3, Ch-T6, and 01-02, C3-CZ has positive
variations at 3-25 ¢, as does CZ-Chk to a lesser extent, T5-C3
and C4-T6 have small peaks around 8 ¢ and 01-02 is generally below

means, except 7-12 ¢,
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Codes #69, #79 and #119 (see Figs. WV-CODE 69, UV-CODE 79,
and YV-CODE 119 respectively) are again a similar group, and are
best characterized as showing the exact oppcsite to situation #25.
Code #79 is the most extreme of the three, with both frontal leads
naving almost uniforualy +3 g variations at all frequencies, Some
cf this is no doubt due to muscle artifact, but certainly muscle
artifact cannot have produced the great gouges centered at 9 ¢
in all the other leads, In conformity with the statement that this
represents the direct opposite to the eyes~closed rest situations,
there is another valley at 19 and 20 ¢ in those leads which had
a peak there in situation #25. The variations for code #69
are very similar indeed to those of #79, wita aimost uniform sub-
traction of 1 ¢ from all values, Code #119 is very much like #69
in all the leads around the edges of the montage, but somewhat
different in C3-CZ-C4, FZ-CZ, C3-P3-01 and C4~P4-02, These differ-
ences consist of a wider-band negativity 5-13 ¢ and a lesser cne
(but still greater than in #69) in 16-20 ¢.

Coherence Heads

With such remarkable similarity shown between symmetric
rlacements, when each frequency is shown against its own mean
strength and in terms of its own variability of strength, and
with such other clear progressions of pattern as have been described
above, it is natural to wonder whether those equally improbable
peaks (and perhaps valleys) can be understood by the distribution
of the same wave processes to the various sites showing unexpected
parallelisms. In other words, are tne similar peaks of variation
shown by left and right tempcro-parietal in situation #25 due to
a shared cause, linearly propagating between the hemispheres?
Coherences provide the answer, and so we have prepared a parallel
series of head diagrams expressing the average coherences in each —
situations

Unfortunately, there are some difficulties in doing this,

For one thing, there are many more possible pairings than there

are single leads, and so there are many more coherences that may

be displayed. We have selected for display only those pairings

that were expected to have more than a redundant interest: symmetric

pairs and adjacent pairs, either longitudinally or laterally.
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These three sets are displayed separately, in oraer to fit them
into a reasonable size. The other difficulty is that there are
two equally defensible ways of averaging coherences together to
give an over-all impression. One averaging method (Method "AM)
ignores the phase angles, as they may differ from subject to
subject or from situation to situation, and merely asks, "How
great were the coherences between these two leads?" The other
averaging method (Method "B") incorporates the differences of
phase angles, and in effect asks, "How coherent are these two leads,
if we assume them to arise from the same prccess in all cases?"

The "B" form is the more appropriate when we are interested
in analyzing the symmetries of the averaged variations, for
instance; "A" is more apprcpriate when we wish to compare the
coherences shown by a single individual with those shown by a
group. Thus both kinds of average cocherence diagrams have been
produced; method "B" is appropriate to this volume, concerning
summaries; method "A" to the second volume, relating single
subjects to groups.

A further step of averaging can be taken, of course, on
either of the above ~- namely, averaging across situations to get
the mean coherence (either "A" or "B" sense) independent of
gituation. They will be described first.

Two notatinnal conventions will shorten the references to
leads and pairs of leads in what follows. The coherence between
a channel and its (right-sided) symmetric channel will be denoted
by '/R'; for example, F'1-F7/F'2-F8 will be abbreviated F'1-F7/R.
Somewhat analogously, if a description applies to a certain one-
sided pairing of channels, and to the symmetric (one-sided)
pairing on the right, we will abbreviate this '& R'; for example,
T3 T5/T3-C3 and T4-T6/Th-C4 will be abbreviated T3-T5/T3-C3 & R.

Cross-Situation Average Cohierences (Method "B")

e begin by considering Fig. VWC-l~Average, which shows
several L/R average coherences.

Between left and right frontal leads (i.e. F'l-F?/R), coherence
is about 0.2 from 2-10 ¢, sharply lower elsewhere; F7-T3/R
is equally coherent @ 2-4 ¢, and again, though less, 8-10 ¢. The




peak & 8~10 ¢ becomes successively more marked, and the 2 ¢

one less so, as we move to T3-T5/R and T5-01/R where the 10 ¢

p2ak reaches an average coherence of 0.,6. The nearer pairs CB—PB/R
and P3-01/R are more coherent throughout than those mentioned
above, especially © 2-10 ¢ (with a small pealz at 20 ¢),

The second average~coherence head (Fig. WC-2-Average) is
concerned mostly with the relations between temporal and parietal
leads. There is anocther broad symmetry shown in the coherence
functions relating symmetric pairs of pairings. For instance,
the cohcrence graph relating T3-C3 with C3-CZ is very like that
relating CZ~-Ch with CU-T4, being about 0.2 @ 1-L4 ¢, gradually
less 5-~10 ¢, and finally essentially zero, 10-25 ¢. Similarly,
T3-T5/T3-C3 is very parallel to T6-Th4/CL-Th, though the left-hand
pair does seem uniformly slightly higher in coherence.

FEasier of interpretation, though somewhat surprising, are
the uniformly low coherences plotted as relating C3-CZ and CzZ-Ch,
only a small peak at 20 ¢ rising slightly above the general
incoherence. The fact that coherences at 1-10 ¢ are considerably
nigher between the distant pair T3-C3/R than between the closer
pair remarked above requires explanation: are the hands better
coordinated (neurally) than the feet?

The third head (Fig. WC-3-Average) attends principally to
longitudinal pairings, and shows clear evidence of what one is
tempted to call a ‘"posterior longitudinal system" of relatively
highly coherent (that is, presumably well distributed) wave activity
in these pairs from 1-5 ¢ (with some local differences, to be
sure) at 9 and 10 ¢, and at 20 ¢. In counterpoint to this there
is the marked anti-coherence of F7-T3/T3-T5 and R in the band
3~7 C; perhaps this can be attributed to these pairs' spanning
the lateral fissure separating the temporal pole (with its hippo-
campus) from the frontal lobe.

41so notable are the low coherence levels of P3-01/01-02
and P4-02/01-02; but in one of those fascinating asymmetries
contrasting with a generally highly symmetric picture, the
PL4-02/01-02 is significantly higher than the P3-01/01-02 at ail

frequencies (though rather low in themselves).




Coherences in Differing Situaticons as Discriminanda

The general impression is of a great degree of stability between situaticns,
with relatively few instances of great variation from the means previously des-
cribed. From the peint of view of cerebral organization, then, stability is more
noticeable than variation. From the related point of view of discriminant analysis,
however, it should be pointed out that what is plotted here is noi variations of
coherence, in the sense that variations of intensity were plotred., A numerically
small change in intensity, if superimposed on a small cross=situation variability
in that band, was plotted as a large variation, and could well be exploited for
discrimination betwzen situations; but a corresponding small change of cohsrence
will be here plotted as small, and not magnified by variation plotting. Although
this could be done (indeed variations of coherence were plotted as contour maps),
we have spared the reader the particular transformation of that data into varia-
tion heads. One reason is the differing statistics of intensity and coherence

samplings, which make a small calculated coherence less trustworthy than a larger

one. Thus discriminant analysis may fasten on differences of coherences too

small to be visually notable in these heads. |In any case, those that we can per-
ceive in these pictures are presumably available for discrimination, unless within-
situation variability (not plotted here) is too great.

Code #25 differs from the mean in the left-right coherences (Fig. \/C-1-CODE
25), by being higher @ 5-10 ¢ in F'1-F7/R and lower @ 2-5 ¢ in F7-T3/R; in the
second set (Fig. \JC=2~CODE 25), it is perhaps a little more coherent in T3-C3/R
@ 5-10 ¢, but otherwise the coherences in eyes-closcd rest periods ara quite
similar to the average ones of this set; in the third sat (Fig. 1JC-3~CODE 25),
lower values @ 11-25 ¢ in F'1-F?/F7-T3 and R are notable.

Code #53 has above-average coherences outside the alpha bands ir several
pairings, particularly in Flg. WC-2-CODE 53. Unfortunately, the machine here
encountered a tape-reading error which gave foolishly high stated values @ 18 ¢
in T3-C3/R and @ 1 ¢ in C3~C2/R (as w21l as @ 25 ¢ in Fig. WC-2-CODE 63). We will
re-do some of the machine processing, in order to check the very interesting idea

that coherences are high whereas intensities are low.
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Code # 11 diflfers from the average as tc coherences (see Fig.
WC-1-CODE 11) by slightly higher values . 1-5 ¢ in T5-01/R, «

1-10 ¢ in T3-C3/R (Fig. VC-2-CODE 11), generally slightly higher
values v 12-25 ¢ in T3-T5/T3-C3 and R (in spite of R's considerably
lower general coherences). # 11 is like #25 iun being above average
v 8-12 ¢ in T3-T5/T5-01 & R (Fig. WC=3-CODE 11), and in being

lower than average coherence ¢ 12-25 ¢ in F'1-F7/F7-T3 & R, but
unlike it in lacking relatively high coherences ¢ 1-2 ¢ in
C3-P3/CZ-FZ & R.

Code #16 (cyes-closed taps) differs in ccherence from the mean
almost identically with #11; the only difference in " :1eir coherences
(see Fig. WC-3~CODE 16)seems to be =16-18 ¢ in F7-T3/T3-T5. Whether
so small a band of frequencies can be expected to yield a reliable
discrimination seems doubtful, although this might be thought to
be part of the somatic evoked potcntial (even though the ankle,
where the stimulus was applied, should be represented ratlier
beneath C3-C%Z). (The symmetric intensity variation peaks © 9-11 ¢
in T3-T5 and T4~T6, which would serve tc distinguish #11 from 716,
are not mirrored in any contrast of L/R coherences between the two
situations.)

Code # 18 (Fig. WC-1-CODE 18), on the other hand, can be
seen immediately to differ from the average and from #11, at least
posteriorly, coherrences being distinctly lower (outside the range
8-12 ¢ in €3-?3/R, T5-01/R, and P3-01/R. In the second head
(Fig. WC-2-CODE 18), the posterior leads are again slightly less
coherent, especially ¢ 1-5 ¢, and a similar variability affects
the central/posterior pairings in the third head (Fig. VC-3-CODE
18)., It is worth stating that at an earlier stage in the develop-
ment of the data, when only 15 subjects were available for averaginrg,
code #18 was very remarkable for having absolutely the lowest
coherences (outside the band 8-12 ¢) of any situation, in quite a
few different pairings. Apparently so unambiguous a result was a
statistical fluctuation not true of all 50 subjects, but the trace
of it still remains; many coherences are indisputably smaller than

their means, during this situation of eyes-closed clicks.
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Turniig to the eyes-oper stimulations, the eyes-open flashes
(#36) are clearly different in coherence from the average,
by having higher coherences ¢« 1-3 ¢ in symmetric pairings (Fig.
C-1-CODE 36); this may perhaps be due to the evoked response and
its harmonics, altiough one does not ordinarily think of large
temporal evoked responsec. An exception tc¢ the increased coherences
in low frequencies is T3-T5/R, and the temporal and parietal
coherences of the second head (see Fig. VC-2-CODE 36) agree, in
having coherences near their means. There may perhaps be physiolo-
gical significance to the slight but consistent elevation ¢ 10-
25 ¢ in 13-T5/T3-C3 & R -~ - could this be high-frequency trans-
viission within the temporal lobe, provoked by flashing? Some
support for this is offered (Fig. WC-3-CODE 36) by the higher
coherences v 7-10 ¢ in F7-T3/T3-T5 & Rk, and by a curious and quite
asymmetric elevation « 10-25 ¢ in TL-F8/F8-F'Z. There is some
indication here of a wide-~spr«&d voorganization of cerebral trans-
mission and processing, »pparentliy brougiht on by the flashes.

Code i34, eyes-cpen clicks, differs very little from the
means (which is to say it differs very littls from the eyes-open
rest ccherences), wiil. tile excepticn (see F':, WUC-2-CODE 34)
of slightly higher velues « 4-7 ¢ in C3-P3/C.. 2 & R. This is a

little curious vis~: -vis the variaticns c¢of inw:=nsity, which show

quite average intensi ies in these bands i1 - :i three leads here
mentioned, whereas in -itvation 336 (refer ~role to Fig. WV CODE
36), these frequencies hav- wuite a wui/® . -itive variation in

C3-¢3 & .

Code #38, eyes-closed taps, also cdiffers very little from the
average (and hence from #53 or #34), cxecept for a small but
physiologically encouraging elevation of coherences (see Fig. WC-2-
CODE ,38) « 17-25 ¢ in tle ordinarily quite incoherent C3-CZ/R.
1t seems unlikely that these frequencies are brought into coherence
by sharing sucn high harmonics of the 1 ¢ stimulation.

Turning to the slide series, #69 shows small differences in
L/R coherences, mainly a reduction ¢ 7-10 ¢ in all pairings in
the first head (see Fig. C-1-CODE 69); on the other hand, the
teniporal and parietal relations seem uniformly higher cspecially
above 10 ¢, in adjacecnt pairings (Fig. '7C-2- CODE 69) (could this
be shared imuscle?); all pairs in the longitudinal head (Fig. VC=-3-~

CoDE 69) show either reduced 8-10 ¢ coherences, or increased values
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above 10 ¢, or both, In addition, C3-P3/CZ-F. & R are quite abovc
avarage v 1-5 ¢,

.o wita the intensities, #79's coherences (Fig. C=3-CODE 7¢)
repres«nts an exaggeration of the tendenc.es expressed by #69.
Unlike the intensity picture, #119 (Fig. /C-3-COD7 119) appecars
very similar to both #69 and #79.

There is a smal!l elevation of coherence in 7119 versus #79
at most freoguencics in C3-P3/CZ-Fz & R (Fi;s. C=-3=CODE 79 and CODE
119); it would probably not be considere * vge enough to be
noteworthy, were it not that in the disc-iminant analysis of four
subje.-ts (alter, et al., 7766), the program found tuat cohecrence
in the 0.5-3.5 ¢ range in P3-01/CZi-FZ was a good discriminator
between thesc two types of situations (these called EO-T-=3 &
EO0-T-1)., To qualify as a discriminator, a variable must not .nly
differ betwcen the two situation types on the average; it must
alsc have a small enough standard leviation within the two typcs
to make the difference worth attending tc. Unfortunately, the
utility of a param:ter for discrimination depcnds not only on
those parameters, but also on competition with other variables.

Therec alsc seems to be scmewnat higher cohercnce in Th-F8/
F8-F'Z (not such a difference in L) v 11-20 ¢; this varameter was
net included in the l1list offered as discriminanda in the four-
subject study mentioned. Other discriminant studies, on 5 and 10
subjects, did include that parameter, but it was not as good a
discriminator for this distinction as RT~RF/RC-RT coherence in
the 0.5-3.5 ¢ band, or RF-RF? bandwidth in the 2.5-18.5 ¢ band.

SLEEP HEADS

Comparing %aking and Sleeping Averages

It must be remembered that the sleep ave 1ges are over 30
subjects ot the 50 included in the awake averages, and that cach
sleep code (and all the sleep codes together) add up to many fewer
seconds per subject than conuld be extracted from the awake records,
In the spectra, this makes tie estimates somewhat more variable,
but not e¢nough s¢ to require much adjustment in our ways of viewing

the graphs., In the coherences, however, it may be necessary to
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discount the sleep coherences slightly, unless there are several
adjacent frequencies in one channel, or several adjacent or symmetric
channels showing a similar pattern at the same frequn~=ncy.
Due to different scales which are most appropriate to these
two pattern sets when they are presented separately, it is more
convenient to have them plotted together, as in Fig. WS-Average(App,III)
liere the scales are the same, and the comparison is immediate.
The most general impression is tae greater concentration c¢f sleep
spectra in the lower freguencies, and their relative lowness in
the middle and especially the higher frequencies. In F'1-F7-T3 & R
the awake averages are consaistently higher than sleep averages,
though the contrast is strongest above 15 ¢; the great predominance
of the awake records in these leads may be due to theivr having the
strongest muscular ccmponent, for most subjects. Of course the
slecep averages have very little in the way of an alpha peak
(and that little is probably due to the inclusion of one awake
case in their average, in order to make the variation comparisons).
A different picture is shown in the standard deviations plotted
in VS~-Standard Deviation, where several charnels (C3-CZ-Cl & CZ-FZ
in particular) show a larger deviation in sleep than in waking,
in all or many frequencies. It is particularly striking that in
all but F'1-F7-T3 & R, the variability in the 9-10 ¢ alpha band
.is just about equal in the two states, though again a good part
«f tuis may be due to the admixture of a waking code. The
coefficient ot variation (Fig. VS-Coefficient of Variation)
emphasizes the differences between the fronto-lateral grcup of
channels (F'1-F7-T3 & R) and the postero-medial group (all the
rest except T3-T5 & R, and T3-C3 & R, which are intermediate
between these two groups). The fronto-lateral group has coeffi-
cients of variation lower in sleep, except in the alpha range,
while the postero-medial group has higher coefficients of varia-

tion in sleep at almost all frequencies.
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Jariations During Sleep

An attempt was made by Dr. Jellaway and lhis staff to select
typical examples of various stages of sleep for each subject.
The sleep w:5 recorded after the subject had had the original
set of =zlectrodcs rewoved; later that evening, they were placed
again. In order to verify the new application, a recording was
taken during eyes-closed rest (Fig., SV-CODE 124). Then he was
allowed to sleep naturally, and portions representing drowsiness
were selected and dubbed onto our tapes (SV—CODE 125); similarly
with light sleep (Fig. SV-CODE 126), intermediate (Fig. SV-CODE 127),
deep (Fig., SV-CODE 128), . syb-arousal . (Fig. SV-CODE 129),
and finally waking th. subject was recorded . (Fig. SV-tODE 130).

The recordings taken under these conditions have been analysed
separately from the subjects' waking records, to begin with.
Thus an average spectrum, standard deviation between situations,
and coefficient of variation for this set of situations has been
calculated. Because of the wide range of average spectral intensi-
ties, they could only sensibly be represented on a logarithmic
scale (Fig. SV-Average), In all leads there is an astonishing
similarity of pattern, but one's astonishment is somaswhat reduced
by realizing that a displacement of 1/8 inch means a difference
of a factor of 4} Thus tie visually small peak at 10 ¢ in some
posterior leads is really quite a large one in relative pcwer,
but all leads' averages are vastly dominated by their lowest frequen-
cies. These average heads are really of value mainly as bases
for the variaticns to follow,

For sleep variations, of course, the basis is sleep patterns,
so that variations for code #124, awake eyes-closed rest (see
Fig. S/=-CODE 124) mainly represent the differences between sleeping
and waking. Tne fact that the basis is different accounts for
the great visual difference between this head, and that for eyes-
closed rest on the basis of waking comparisons (see Fig. V-CODE
25).

Thus, tue above-average alpha-band activity posteriorly is
much distributed forward, expressing the fact that what alpha
there is, in F7-T3 & R, is much above sleep means. Ecually notable
is the great elevation ¢ 15-25 ¢ in all leads but CZi-FZ, most

—marked posterioriy.
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In drowsiness (Fieg. SV-CODE 125), tnis elevation is still
notable, though less extreme, in tne frontal leads, but only
slightly above mean in all posterior leads; it is greatest now
in CZ-FZ, The other frequencies are uniformly depressed below
their means, except for residuals of alpha activity posteriorly
(making those leads have variaticns less negative than in other
frequencies, but nowhere reaching the mean strength of alpha).

In light sleep (Fig. SV-CODE 126), the frontal leads are
subnormal ¢ 1-15 ¢, but other leads begin to show supernormal «
4.5 ¢, and the transversal leads have peaks due to spindles, fairly
sharply at 15 ¢ T3-C3 & R, but ., 4_.1%, C3~GZ & R.._Except for spindles,
15-25 ¢ is close to mean,

In intermediate sleep (Fig. SV-CODE 127), there are relative
peaks & 11-15 ¢, especially frontally, becoming narrower and less
far out on the variaticn scale posteriorly. Correspondingly,

3-7 ¢ is somewhat above its means, posteriorly and in the vertex,
while 16-25 ¢ is depressed in all leads.

In deep sleep (Fiz. SV-CODE 128), 1-6 ¢ is uniformly elevated
in all leads which, in view of the extreme dcminance of these
frequencies in the average spectra, means a strong domin nce for
themn at this time. 15--25 ¢ is quite depressed in most leads.

But all B-tape leads have very bizarre and unhappy variations in
this code v 6-25 ¢ , whose cxplanation has not yet been found.

The sub-arousal (Fig. SV-CODE 129, putative stage IV sleep)
has quite hig:: 1-7 ¢ in all leads, with 8-12 ¢ high in front,
mean in the middle, and low in back; 15-25 ¢ is low everywhere.

Awakening has peaks « 7-8 ¢ everywhere, and ¢ 12-15 ¢ laterally,
witli a general elevation of frontal leads at all frequencies.

In general we may say that leads vary in larger groups in
sleep than in waking ("posterior", "lateral", etc. in sleep,
versus mainly some lead & R when awake). This broader covariance
accords with the general impression that sleep EEGs are more similar
from different parts of the head, than from the same parts during

waking.
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Average Coherences During Sleep

Coherences express strength of relationship btetween brain
areas, If they differ substantially between waking and sleeping,
this should be interpreted as representing a different organiza-
tion of transmissicn within the brain, presumably by the utiliza-
tion of pathways previously inactive, and the neglect of pre-
viously active ones., Iliowever, the teru "pathways" is a little
too restrictive for dinter-cortical transmission; "invasion and
infiltration trails" would correspond more suggestively to the
kind of propagation often apparently observed ia cortical inter-
area relations.

The inter-ares relations expressed on the average during sleep
are distinctly in contrast to those seen during waking; the fact
that our csleep averages are over a shorter period of time, and
cver 30 subjects cut of the 50 used for waking averages need not
bother us, for the number of degrees of freedom even in the smaller
sailple are quite vdequate tc keep the known bias of coherence
estimates at a negligible level, and to make the sampling varia-
bility acceptably small.

Coherences from left to right are generally higher during
sleep than during wakirg; this corresponds with a general impression
that brain waves are more similar from side to side during sleep
than otherwise, although this impression seems to be one which
has not been widely published in the general sleep literature
(Brazier, 1963 says so in the cat). This general higher
coherence can be attributed to a higher "permeability" of the
cortex to infiltration, but it is questionable whether this is
more than a semantic transformation. At any rate, the coherences
do definitely indicate a different and more pevmissive organization
of the interhemispheric transmission during sleep, as will be
clear from the sequel,

The average coherer.ces for tne sleep codes can also be
described by contrast with those fur code #124, eyes-closed
rest, with which we are somewhat familiar from the waking series.
The L/R coherences (Fig. SC-l=Average) are higher @ 1-5 ¢ in the

sleep average than in its awake component, and correspondingly
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less peaked in the alpha bends. In the temporal and parietal
coherences (Fig. 5C-2-Average), sleep shows, in its average, none
of that rise in T6-TW/ClU-T4 and TL-F8/CL-TL above 15 ¢ that is
shown in # 124. Longitudinal coherences (Fig. SC—B—Average)

arc nierely lower in the alpha bands than is # 124,

Drowsy coherences (Fig. SC-1-CODE 123) are still very like #12k,
ITn light sleep (Fig. SC-1-CODE 126), coherences in the alpha band
are low, and coherences are above sleep norms at 2-3 ¢ anteriorly,
1-7 ¢ posteriorly in L/R relations,

In F'1-F7/R, *the average coherence ¢ 1-15 ¢ is raised to 0.3
in sleep, versus essentially O, ¢ 1, 0.15 ¢ 2-10, and 0.1l or less
(v 10~15 ¢. In other words, about 30% of the activity in either
of those leads could be thought of as transmitted from the
sther (or tc both, from elsewhere), in the entire band from 1
through 15 ¢, during sleep, whereas this percentage is never above
159 during wakefulness., In F7-T3/R, the contrast is present
but less imarked; here the sleep coherences are higher chiefly © L-10 ¢
and only reach 0.25., In T3-T5/R, a more interesting contrast
obtains, in that the coherences are about 0.2 higher than the
waking oues, at all frequencies except the alpha range of 9-10 ¢,
where they are equal. And a similar description applies to the

differences for C3-v3/R, although ‘the levels of coherence for

that pair are generally considerably higher than for T3-T5/R.

For T5-01/R, it is mainly in the band 3-8 ¢ that sleep is more
coherent than waking, whereas for P3-01/R, the coherences are
considerably higher during sleep for all frequencies except 9-10 ¢,
and also 20 ¢, perhaps again representing a harmonic of the alpha
wave,

The contrast for T3-C3/R is like that for F'1-F7/R, in that
coherences are stronger ¢ 1-15 ¢, but the other parietal and
temporal coherences are lower in sleep at almost all frequencies,
suggesting that the organization of transmission in sleep lacks
the moderate relationships among "rolandic" areas which is present

waen awake.
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The longitudinal transmission represented on the third head
is lower ¢ 12-25 ¢ in F'1-F7/%7-T3 and R, but higher < 2-15 ¢
(except nlpha bands) in F7-T3/T3-T5 & R, and T3-T5/T5-01 & R,
Transversal coherences shown in Fig. $SC-2-CODE 126 (T3-C3/C3-CZ
& R, and the usually incoherent C3-CZ/R) are supernormal ¢ 2-5 ¢;
that is, slow waves are well shared 'over the tup!. A-P trans-
mission, as represented by coherences in the third head for
#126 (Fig. SC-3-CODE 126) are close to norms, with a slight
elevation ¢ 1-7 ¢ in C3-P3/°3-01 & R.

In #127 (intermediate sleep), coherences (Fig. SC-1-CODE 127)
are high ¢ 1-5 & 10-15 ¢ in F'1-F7/K and ¢ 3-7 ¢ in T5-01/R and
1-7 ¢ in P3-01/R. 1In the second head group (Fig. SC~2-CODE 127)
there is little deviation from norms, except for a remnant of higher
coherence C3-CZ/R @ 3~-5 ¢. On the contrary, the A-P transmission
(Fig. SC-3-CODE 127) is higher U 1-7 ¢ in several pairings: F7-T3/
T3-T5 & R, T3-T5/T5-01 & R, and C3-P3/P3-01 & R. Thus we might
suggest that light sleep emphasizes transmission over the trans-
versal, while intermediate emphasizes 4A-P transmission within the
hemispheres.

In stage III sleep (Fig. SC-1-CODE 128) 2-5 and 8-15 ¢ are
guperncrmal in F'1-F7/R, but 1-2 ¢ are supernormal in all the other
L/R pairing of this diagram. The lamentable fluctuations of inter-
sity variation affecting B-tape .c:ads in higher frequencies in
this code, also affect coherences between them, many of which are
essentially zero. Hopefully whatever patches the intensities will
also patch these ccherences. The transversals (Fig. SC-2-CODE
128) show little deviation from ncrms, except that T3-C3/R is
nigher at most frequencies up tc 15 ¢. A curious and possibly
real small coherence peak is seen at 19 ¢ in T3-T5/T3-C3 & R,
and T3-C3/C3-CZ & R, but not in C3-CZ/R. A possibly mezo' ngful
elevation « 10-25 ¢ is seen (Fig. S5C-3-CODE 128) in T6-TL/14-F8,
which may be irregularly mirrored on the left.

In the sub-arousal recorded (#129), - the coherences
F'1-F7/R are quite elevated (see Fig. SC-1-CODE 129) @ 1-13¢,
especially 1-2¢. 1-4¢ is elevated in all L/R's of the first
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head, except T5-01/R, which is rather normal. P3-01/R is
somewhat elevated at almost all frequencies (1-25 ¢), which might
suggest a tendency for noisier tape transport in this situation,
except that this makes no sense., There is some elevation ¢ 1-2 ¢
in C3-P3/CZ-FZ & R.

During the awakening session, there are several A-P coherences
considerably Jlower than the average, especially ¢ 10-25 ¢;

contrariwise, C3-P3/CZ-FZ is elevated in coherence @ 8-10 ¢.
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APPENDIX I

DEFINITION OF SEGMENTS USED FOR ANALYSIS
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INTRODUCT I ON

The approximate definition of ''states of consciousness'' of a
subject or patient has long interested electroencephalographers, By
combining the mathematical techniques of spectral analysis (Walter,
1963) and of multi-group discriminant analysis (Anderson, 1958) such
definitions can be studied objectively. We offer here an iliustrative

example of the power of these methods.

METHODS

Spectral analysis (Walter, 1963) was applied to segments of EEG
recorded from four normal adult human males as part of an extensive
normative library of physiological recordings; the segments represented
five types of situations extracted from @ | h pre-recorded experiment.
During the first type of situation, the subjects were resting with eyes
closed, between pe-iods of stimulation; the second type of situation
was similar, except that the subjects had their eyes open, In the
third, the subjzcts, with eyes ciosed, were listening to a series of
tones, and had to respond intermittently by pushing a button. In the
fourth and fifth types of situations, the subjects viewed a series of
slides, in order to make a visual discrimination, First they viewed
the slides for 3 sec each; later, for | sec each; subjects stated that

both of these tasks were somewhat stressful, the second one, of course,

92

more so, There were about twice as many segments of the fourth and fifth
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types of situations for each subject, as there were of the first three
types. No attempt was made to eliminate segments containing movement
artifact or muscle interference.

Two digital computer programs3 were devised to calculate and
examine certain measurements on each EEG segment, and on the basis
solely of the values of these measurements, to construct formulas to
assign each segment to the correct type of experimental situatior,

The measurements were derived from: left and right parieto-occipital
leads (P3-01 and P4-02), vertex (CZ-FZ), and bioccipital (01-02).

Each channel's activity was analyzed into four frequency bands, 0.5-

3.5 c/sec ('8'), 3.5-7.5 ('98'), 7.5-12.5 ('a'), and 12.5-25,5 ('E').

In each of these bands, for each channel, three parameters were measured:
‘power' (better called mean-square intensity=--proportional to the square
of the amplitude if there is a dominant wave in this band and channel);
the mean frequency within the band (which will be close to the dominant
frequency if there is one); and the band-width within the band (which
expresses the variability of the dominant frequency. Rhodes, et al.

1965). Also measured were coherences“ which are quantities expressinc

’
the strength of relationship between each pair of channels, in each
band (Walter, 1963).

The discriminant analysis program initially considers all the
measurements for all the segments, and from these selects that parameter
which can be expected to discriminate best between segments recorded in
different situatious. Then the progtam reexamines all the remaining

measurements, and chooses that parameter which can be expected to add

most to the power of the first selection, It also derives 5 linear



formulas (one for each type of situation), based on the 2 selected
parameters; each formula is applied to the measurements from each
scgment; finally, the segment is categorized as having come from that
type of situation fecr whose formula it gives the highest value, The
iteration of examiring, selecting, and deriving formulas is repeated
until an additional selection cannot be expected to give enough
improvement in categorization to justify its inclusion,

A fuller explanation of discriminant analysis for several groups
is given in (Anderson, 1252); briefly, that parameter is selected, at
each stage, whose conditional distributions in the different types of
situations (conditioned on all other selected variables) are least likely
to differ as much as they do, by chance, The optimality of this choice
is mathematically demonstrable only under various normality assumptions
known to be violated to some extent by this data; we regard the selections
made as indicative of worthwhile parameters for further study, not as
dz=finitive, The linear formulas, derived at each stage, are very
complicated functions of the values of selected and unselected
parameters, whose justification must be left to the experts, However,
since these functions generate the automatic cateqorizations reported,
we regard them as being justified by their fruits,

The discriminant analysis program was first applied to the data for
all 4 subjects together (‘ensemble' study); then the same program was
applied separately to the data from each subject (‘'solo’ studies). It
may be pointed out that such studies are not small undertakings:
approximately 1,6 million voltage readings constituted the primary data,
which were transformed into about 35,000 parameter values utilized in

the discriminant studies,
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RESULTS

Fig. 1 shows the results for the 4 solo studies and the ensemble
study, stopped for illustrative purposes at an early stage, when the
program has selected only !t parameters in each study, After the program
has selected the 4 parameters, it derives five linear fo-mulas containing
them (one formula for each type of situation); it then calculates, for
each segment, the value attained by each of those linear functions;
finally, the segment is classified as belonging to that type of situation
whose linear function had the highest value, The Figure shows that the
total correctly classified in solo studies is greater than the number
so classified in the ensemble study, for every type of situation,

This is one aspect of the cost of generalizing, Even so, the plurality
of segments are correctly categorized in that study, for 4 of 5 types

of situations, and a majority for the situations which might be expected
to be least distinguishable, the two visual tasks., The particular
difficulty in correctly recognizing EC-R may be due to the fact that
those segments were recorded during short rest periods between periods
of stimulation, and often appeared to contain more alpha-wave activity
than might be expected in other situations of alert, eyes-open rest,

Many of the errors of classification accord with the similarities
among the situations: eyes-open rest is chiefly misclassified as
eithar eyes-closed rest or as eyes-open discrimination, eyes~-closed
task as eyes-closed rest; and the two discriminations are chiefly
misclassified as ecach other, Even with only four parameters, almost

ha!f of the samples from these four subjects have been assigned correctly



ACCURACY OF AUTOMATIC CLASSIFICATION

TYPE OF SITUAT/ION INTO WHICH SEGMENTS WERE CLASSIFIED
BY BEST* COMBINATION OF 4 BEST® FARAMETERS
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Figure 1. Distribution of EEG segments by an automatic discrimination pro-

gram Segments recorded in 5 situations: EC-R, eyes closed, rest periods (34
segments); EO-R, eyes open, rest (32 segments); EC-T, eyes closed, listening

to tones to which a response is intermittently required (40 segments); EO-T-3,
eyes open, examining slides exposed for 3 sec each, to make a size discrimina-
tion (80 segments); EO-T-1, the same, with | sec exposure (78 segments) Five
related studies are summarized: in 4 'solo' studies, each subject's records
were evaluated separately, and the 4 parameters which would best categorize his
records were selected; in the other, 'ensemble' study, records from all sub~
jects were treated as if from a single subject, and the & parameters which
would best categorize them all were selected. The rows of bars of the Figure
represent the type of situation in which the segments were recorded; the col-
umns represent the categorizations made on the basis of the selected para-
meters, optimally weighted and combined, in the attempt to imitate the actual
type; thus, bars on the diagonal (outlined heavily) represent correct categori-
zations. As indicated, the single shading represents the sum of categorizations
made in the 4 solo studies (for instance, a total of 29 segments out of the 40
recorded during EC-T were correctly so categorized in solo studies), while the
cross shading represents the categorizations of of ensemble study (19 of the
same 40 correctly so categorized in that study).
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in the ensemble study, to the situation in which they wvere recorded,
Ye emphasize that no attempt was made to eliminate segments containing
non-cerebral potentials due to movement or muscle., Vhen an objective
method of editing out such segments is developed, no doubt our score
will increase even at this early stage, of only four selections,

In the ensemble study, the four variables which best distirguish
among the five situations are: intensity ('power') in the @ band in
the left parieto-occipital channel, the mean frequency of the 6-band
activity in the vertex, and two less anticipated measures: the coherence
in the © band between left parieto-occipital and vertex, and the coherence
in the § band between left parieto-occipital and the bioccipital channels,
Thi. is not entirely an expected list; but further examination makes it
more understandable,

Table [ gives, for the ensemble study, characteristics of some
initially improbable parameters. Those lis ed are most of tne parameters
whose initial probability of being, by chance, distributed 2s observed,
was less than approximataly 0,05; a few other parameters had initial
probabilities between 7,02 and 0,05, but they were quickly eiiminated
in later steps, and arc not shown in the Table. The initially most
improbably distributed parameter was ieft parieto-occipital o« in*ensity,
whose values would have served chiefly to distinguish the eyes-closed
task situation (in which P3-0l @ intensity, as shown in Table |, had
values around a mean of 2200 uvz, with standard deviation 1700 uvz),

from all other situations (wherein its mean value was 730 uvz

+ 725).
In this first selection step, lumping all other situations is not an
adequate summary of the utility of this parameter; the best summary

evaluator is the probability shown,
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TASLE 1. Initially Improbable Parameters, and Their Principal Discriminations
Prob. Parameter Types(l) Values(z) I s.d.
0.0040 P3-01 @ intensity (A)(3) EC-T/others 2200 wW2£1700/730 w2t72¢
v.00k3  01-U2 @ intensity () EC-T/others 2200 w2+1506/865 w2320
U.0U8U CZ-FZ © mean fregq. (C) EO0-T-183/EC-R&EO0-R 5.00 c¢/sec®(.30/5.29 c/secxu, 3]
0.0050 PL-02 « intensity (D) EC-T/others 1560 hvztl180/650 PV2t700
0.u110 CZ-FZ € intensity (E) EO0-T-1§3/EC-REEO-R 1080 pv2f1100/3lu pvszZU
0.0120 P3-01/cz-FZ 6 coherence (F) EO-T-1/EC-R,Z0-REEO-T-3 0,13%0.11/0.05%0,06
0.0136 Cz-FZ © bandwidth (6) EO-T-163/CC-R6E0-R  2.23 c/sec’.51/2.61 c/sect0.53
0.0k70 PL-02/Ul-02 6 coherence (H) E0O-T-1/E0-T~3 0.1220,12/0,9720.08
0.0510 P3-01/01-02 & coherence (1) EQ-T-1/E0-T-3 0.2320.13/0. 14201
(1) Types of situations which the parameter would chiefly serve to discriminate, if
selected. . .
(2) values of indicated parameter in the two types (or groups of types) of situations
given in previous column,
(3) The letters are arbitrary labels, given here to assist the reader in following
later tables.
TABLE 11. Distribution Probabilities of Initially Improbable Parameters,
after Allowing for Optimum Prediction by Selccted Parameters,
Part a. Probabilities after allowing for first selection (P3-01 ¢« intensity)
Prob. Parameter
0. 0066 CZ-FZ 6 intensity (C) selected
0.0130 P3-01/CZ-FZ € coherence (F)
0.0200 CZ-FZ © intensity (E)
0.0202 CZ-FZ 6 bandwidth (G)
0.0L00 P3-01/01-02 & coharence (1)
0.0500 PL-02/01-02 6 coherence (H)
0.1700 01-02 o intensity (R) ignored hereafter
0.3700 PL-02 « intensity (D) ignored hereafter
Part b. After allowing for 2 first selections (P3-01 © intensity and CZ-FZ 6 intensity)
0.0150 P3-01/CZ~FZ € coherence (F) selected
0.0400 P3-01/01-02 & coherence (1)
0,050% PL-02/01~02 6 cohecrence (H)
0.2000 CZ-FZ 6 intensity (E) ignored hereafter
0.1000 CZ-FZ © bandwidth (6) ignored hereafter
Part c. After 3 selections
0.0400 P3-01/01-02 b6 coherence (i) selected
0.0500 P4-02/01-02 © coherence (H)
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Other parameters were quite improbably distributed at the stage
before the first selection. Only bioccipital or right parieto-occipital
& intensities would have served the same discrimination, but as can be
seen approximately from the values given, or from the probabilities,
these competing ¢ intensities would not be expected to discriminate
Quite as well as the selected one,

After the first selection is made, the probabilities of the
remaining parameters are recalculated, making allowance for how much
of their variation could be predicted from the chosen P3-01 & intensity,
Those, such as 01-02 ¢ intensity and P4-02 o intensity, which are well
correlated with the selected parameter  can, of course, be predicted
by it to a considerable extent; thus their recalculated probabilities
are much increased,,as shown in Table Jla. Others, such as CZ-FZ
® mean frequency, or P3-01/CZ-FZ 6 coherence, which are scarcely
correlated with the first selection, arz little changed in calculated
probability. It is interesting to note, in connection with the
discrimination between EO-T-1 & -3 accomplished by CZ-FZ 6 mean frequency,
that these two visual tasks, said by the subjects to have been somewhat
stressful, result in 6-band activity in the vertex becoming lower in
frequency (parameter C), higher in power (parameter E), and narrover
in bandwidth (i.e., more regular or sinusoidal (parameter G)). In any
case, the parameter selected second is the one (CZ-FZ € mean frequency),
whose conditional probability (of being distributed as observed, after
taking account of the predictability from the first selection) is the

least,
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Again the probabilities of the i1emaining variables are recalculated,
this time taking account of their predictability from both the previously
selected parameters. Again, two of the previously improbably distributed
paramzters were well correlated with the selected one, so their conditional
probability is considerably raised, as shown in Taicic }ib, For the third
sclection, we again take the parameter with minimum conditional proba-
bility, which, as it happens, was not highly correlated with any other
parameters (Table Tic.). Finally, the fourth selection is made in the
same way; it is the parameter which was ninth in line in the initial
competition, The tnird and fourth measurements selected by the program,
@-band coherence between left parieto-occipital and vertex, and {-band
coherence between left parieto-occipital and bioccipital, both served
to distinguish between the twc degrees of stress, there being higher
coherence in the higher degree of stress. /e may have encountered here
a valuable new observation about EEGs. To rephrase the finding concerning
g-band coherence between left parieto-occipital and vertex records:
during | sec, the strength of relationship between the 8<band activity
in two areas of subjects' scalps was stronger than during cthe period
when they had 3 sec for similar discriminations. A reasonable inter-
pretation might be that a deep generator of © waves, pernaps the
hippocampus, was more active during the greater stress; being deep,
it radiated t> the two fairly separated leads, parieto-cccipital and
vertex, The fact that the fourth selection, 8-band coherence, P3-01/
01-02, had its utility mainly in aiding the difficult differentiation
between E0-T-3 and -1, but is in a different frequency band and
location from the previous selection, makes it seem that a different,
additional process has been detected, which aids in distinguishing

these epochs,
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The record from eacin of the 4 subjects was separately analyzad i
the same way, with somewhat different results, itk his own best "t
measurements, 52, 52, 55 or 59% of 2 single subject's samples were
correctly classified, as contrasted with 4% for the subjocts simuita-
neously, An even greater disparity was noticcable after 18 measuroments
were selected: 95, 73, 96, and 70% were correct in solo studies while
for the ensemble study, only 55% were, A great disparity is also
noticeable in the ivsts of measuremeznts sclocted as the best 4, Onay
one subject's list contains P2-01 & intensity, another's contains CZ-FZ
8 mean frequency, a third's contains P3-01/01-C2 & coherence (selected,
respectively Ist, 2nd and 4th in the ensambie study); the fourth subjcct's
list shares no parameter with the ensemble study's list, Three subjects’
solo selection lists contain CZ-FZ € intensity, two subjects' jists
contain 71-02 ¢ intensity, both of which were competitors in the
ensemble study. Two subjects' solo lists contain P4-02 £ intensity,
which was nzither selected nor competirg in tho ensemble study. Six
other parameters complete those selected in some subject's solo study,

none of them shared with the ensemble study, or with another's sclo study,

D1SCUSSIOM

The present results, whiie exploratory, Jo appear to have suggestive
implications for our ways of thinking about the EEG, particularly in
regard to vhat frequency bands, and which features of activity in those
bands, may be useful indicators for differentiating the EEG respnnse to
various inouts. The utility of alpha activity as an indicator appears

to be supported, at least in the ensemble study; it is curious tc note,
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kowever, that, while three subjects' solo lists contain alpha intensity,

in two it is bioc~ipital alpna intensity which is the better discriminating
index; and for one subject of our four, no alpha intensity was a good index.
Similar remarks apply to ‘he other parameters selected in the znsemble
study, so that a summary description of the results might be that those
aspects of EEG activity and reactivity which 'generalize' across subjects
(and hence were worthy of selection in the ensemble s.udv) are seldom

the same aspects which are best indices when a subject is considered
separateiy, From the complementary point of view, we may view the subjects'
solo lists as constituting spatially and numerically characterizable EEG
'signatures', which show those aspects of EEG reactivity which do not
'generalize' so broadly,

To study individual subjects' records does capitalize to some extent
on chance variations, An experimental design in which the same subject
is re-tested on a later day would be useful, but was not available to us
in this case, In the absence of a widely accepted method, we are
attempting to develop a statistical test for inferring the generaliza-
bility of these discriminant formulas, by removing each case sequentially
from the corpus of those classified, and treating that case as a
""'retest' sample,

Several extensions of this pilot study immediately suggest themselves,
and are being pursued, Additional channals and measurements are being
submitted to the same competition, The method is being applied to
objective discrimination among sleep states, and between EEGs recorded
during ‘‘correct' and 'lincorrect' responses to a conditioned discrimination

task (all in preparation). Another value of the method lies in its ability
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to compare competing analysis techniques, at least as far as

concerns tneir effectiveness in defining ''states' of the subj-ct, Addi-
tional * parameters derived from our present spectral anaiysis, as well
as from more simplified analytic procedu-es, are being submitted to
competition in this way.

Many improvements and adaptations of the discriminant method also
suggest themselves, Among those we are implementing at this time are an
option to consider 'difference scores' for each individual, so that average
values of all parameters are equalized between individuals, and an cption
to "transform!' each paremetar, in such a way as to bring its distribution
function closer to a Gaussian shape (which should improve the program's
effectiveness).

The discrimination program applied here in effect constructs planar
surfaces (in a space whose axes are the selected parameters) for separating
the points which represent the EEG segments arising from the differing
situations. Often we can see in test plottings that curved surfaces
would better separate the situations, with the same selection of variables.
Fitting the simplest curved surfaces (quadratic surfaces) requires the
optimum combination of parameter values, their squares and products;
pregrams to offer such functions of parameters as additional parameters
are being written, It may be that this improvement will also reduce the
disparity between solo and ensemble classifications, since it is sometimes
the points representing a single subject's segments which intrude curvi-
linearly into the domain of other situations' points., A related technical

improvement, in some applications, would be automatic inclusion of the
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propecr combination of competing variables, which would improve both the
repeatability and the generalizability of particular examples., This can
perhaps bc accommodated by the device of canonical variabies, already

available by manual control of the planar program,

SUMMARY

Intensity of activity, mean frequency, equivalent band-width, and
coherence values in four frequency ranges ('6§, @, ¢, @") were calculated
for four channels of EEG recorded from each of four normal adult human
males, in five experimental situations, including periods of rest and of
attention, Stepwise discriminant analysis was applied to the calculated
values for all subjects simultaneously, to develop formulas for automatic
categorization of records into the situation in which they were recorded.
After selecting only four parameters, the program correctly categorizad
49% of the records; the erroneous categorizations were mainly inco related
situations,

When the records from each subject were separately analyzed, and the
four parameters best for discriminating his own records were applied, a
higher proportion of records was correctly categorized; the parameters
chosen were only partially overlapping vith those chosen for the simulta-
neous discrimination. Thus an objective method of identifying parameters
of the EEG which are important in distinguishing subjects' responses to
differing situations has shown its value for developing criteria applicable
to many individuals; it has also shown that individuals differ substantially

in the list of parameters most distinguishing for their own records.
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FOOTNOTES

Supported in part by various feder.. agencies, Some of the calculations
were done on a digital computer (Scientific Data Systems, Model 530)

by tne Data Processing Laboratory of the Brain Research Institute,

.partially supported by USPHS Grant NB02501 through the MINDB, by

AFOSR Contract AF 47(638)-1387, and ONR Contract 233(91). The spectral
and the discrin’ snt computations were done on an IBM 7040-7094, by

the Health Sciences Computing Facility, sponsored by MIH Grant FR-3.
The normative library analysis was supported in part by NASA Contract
9-1970; we are also happy to acknowledge assistance from NASA Grant

MsG 237-62. The stimulus-control devices were designed and constructed
in our laburatory by R, T. Kado and others; the EEGs were recorded in
the laboratories of Dr., P, Kellaway, Methodist Hospital, Houston.
Methods of data acquisition and treatment are further explained in
Walter et _al (1965).

Present address: Department of Psychology. University of New Mexico,
Albuquerque.

Measurements made by the spectral analysis program, NEEG, of which
further description is available from D, 0. ‘'alter; stepwise dis-

criminant analysis program, BMDO7M (Dixon, 1965).
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To illustrate the concept of coherence, suppose that the vertex
and bioccipital voltage records were to be passed through two
similar filters, responding only in the 3.,5-7.5 ¢/sec band.
Suppose further that the filters' output records appeared rela-
tively similar, except for a phase lag; let the optimum phase
compensation be applied; then the ordinary coefficient of
correlation between the filtered and phase-compensated filter
output records is the coherence between vertex and bioccipital
records in the g band., If it is near 1, there is a close linear
relationship between the records, in this band; if it is near O,

there is almost no linear relationship (Koopmans, 1964),
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APPENDIX I1I7L

FIGURE*®

For the contour maps of intensity, such as Fig. LFP-LF (p.111),
the contour curves are drawn at 10, 30, 100, 300, 1000, 300C (pv)z/(c/sec),
the 10-unit curve being labeled with X's. For contour maps of variations,

such as LFP-LF Variations (p.111), the contour curves are drawn at
-1 and +1 standard deviations (see text, p. 32).
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